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Abstract

21 years after the adoption of the Data Protection Directive
(95/46/EC), the European Union (EU) enacted the General Data
Protection Regulation (GDPR), which became effective on 25 May 2018.
The GDPR reinforces the fundamental right to protection of personal
data in the digital era, provides clear rules on the processing of personal
data in the digital single market, while also harmonising the Member
States’ data protection legal frameworks.

The EU establishes, in accordance with Article 68 of the GDPR, the
European Data Protection Board (EDPB), the mandates of which include
the issuance of guidelines clarifying the application of the GDPR for
purposes of promoting consistent application of the GDPR among the
Member States. The guidelines so issued cover not only core concepts of
the GDPR, but also issues of practical significance. In response to the
COVID-19 pandemic outbreak of 2020, the EDPB has issued two
guidelines to ensure the achievement of both pandemic control and data
protection.

Given the shared issues of data protection faced by Taiwan and the
EU, and the GDPR compliance requirements that may arise during the
interaction between Taiwanese and EU organisations, it is necessary to
gain further understanding of the relevant guidelines. Against this
background, the National Development Council (NDC) has selected 4
guidelines as research subject, and have their full texts translated into

Chinese for future reference.
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1 EU eHealth Network, ‘Mobile applications to support contact tracing in the EU’s fight against
COVID-19: Common EU Toolbox for Member States (Version 1.0) (15 April 2020)
<https://ec.europa.eu/health/sites/health/files/ehealth/docs/covid-19_apps_en.pdf> accessed 22
October 2020.

2 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the
processing of personal data and the protection of privacy in the electronic communications sector.
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The European Data Protection Board

Having regard to Article 70(1)(e) of the Regulation 2016/679/EU of the
European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on
the free movement of such data, and repealing Directive 95/46/EC
(hereinafter “GDPR”),

Having regard to the EEA Agreement and in particular to Annex XI and
Protocol 37 thereof, as amended by the Decision of the EEA joint
Committee No 154/2018 of 6 July 2018?,

Having regard to Article 12 and Article 22 of its Rules of Procedure,

HAS ADOPTED THE FOLLOWING GUIDELINES:

WEBAFERELR ¢

BTN R E B ILE §302016E47 270 G2 TBTIE Y KB L
PORLPEE A R A 2 R AR R L pd a0 R Bipdp £
95/46/EC1%c B *.1]2016/679/EU ; (™ #.GDPR) % 7015 % 158 ¥ e ;

EHwmAHEARRHEL R §’“2018+’c7” 6P % 154/2018%% 4 % i s 2
WG AT (EEA) thik 0 £ H £ 2112 Hik w337

Rfy TREBATHEEL R €RERD FL2iE{o ¥ 220F

1T $ 5]
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Bt T FARRZEY % A GDPREBF 2 4 &~ }f@‘i’ FI* E- 7% > % A5 processing
A E’f\@?]ﬂ%?‘ e '—/f@I“' 1 F TR M > A2 F]J H-GDPRY hprocessingF i [TE | o
processorifF i [ 223 ﬂ e

! References to “Member States” made throughout this document should be understood as references
to “EEA Member States”.
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1. INTRODUCTION & CONTEXT
oo
Governments and private actors are turning toward the use of data driven
solutions as part of the response to the COVID-19 pandemic, raising
numerous privacy concerns.
wFRATEE L (COVID-19) Ff 23k < it (7 @427 o Fofrd 4
7 8 35 ﬂi?%?Af%?’@%1w’“%7%?g%ﬁ@°

The EDPB underlines that the data protection legal framework was
designed to be flexible and as such, is able to achieve both an efficient
response in limiting the pandemic and protecting fundamental human
rights and freedoms.

BREBAFTHEEL R ¢ (EDPB) 3 » TR Wiz iz & 4 i >
FFG A G kiR M B A A A pd o

The EDPB firmly believes that, when processing of personal data is
necessary for managing the COVID-19 pandemic, data protection is
indispensable to build trust, create the conditions for social acceptability of
any solution, and thereby guarantee the effectiveness of these measures.
Because the virus knows no borders, it seems preferable to develop a
common European approach in response to the current crisis, or at least
put in place an interoperable framework.
EDPBG %4 49 13 » 4 W % B % TR EF $aTa v LA o
B ARG T Rl R R g R
@%ﬁﬁﬁﬁﬁi’iénvﬁ%ﬁ?oﬂa@%ﬁW%’ME@ﬁ
SRR g A A D0 A T R

The EDPB generally considers that data and technology used to help fight
COVID-19 should be used to empower, rather than to control, stigmatise,
or repress individuals. Furthermore, while data and technology can be

important tools, they have intrinsic limitations and can merely leverage the



effectiveness of other public health measures. The general principles of
effectiveness, necessity, and proportionality must guide any measure
adopted by Member States or EU institutions that involve processing of
personal data to fight COVID-19.

EDPBR RI3& & » * 302 B4 AT =
L3R AR S st TR
Vi ER1E > HL G AT g
wﬁ*ﬂi@&ﬁﬁﬁﬂ-oﬁﬁW§ "H#f%ﬁﬁﬁﬂﬁﬁﬁ&@
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blz A ARP G4 %

—“\
% a,z

These guidelines clarify the conditions and principles for the proportionate
use of location data and contact tracing tools, for two specific purposes:
AR ATAAMBLI e w ST LB R TR R
R B B2 s Rl
e using location data to support the response to the pandemic by
modelling the spread of the virus so as to assess the overall
effectiveness of confinement measures;
% =B f':h—)];a* BB g}”" # % (confinement
measures ) Z_ FERE & pT 01U LB FIRE

e contact tracing, which aims to notify individuals of the fact that they
have been in close proximity of someone who is eventually confirmed
to be a carrier of the virus, in order to break the contamination
chains as early as possible.

EHE L M B A B BRUR RS R
5 Léé”r:,)%% B 348 o

The efficiency of the contribution of contact tracing applications to the
management of the pandemic depends on many factors (e.g., percentage
of people who would need to install it; definition of a "contact" in terms of

closeness and duration.). Moreover, such applications need to be part of a



comprehensive public health strategy to fight the pandemic, including, inter
alia, testing and subsequent manual contact tracing for the purpose of
doubt removal. Their deployment should be accompanied by supporting
measures to ensure that the information provided to the users is
contextualized, and that alerts can be of use to the public health system.

Otherwise, these applications might not reach their full impact.

B GBI N F R R TR 7R S FE (X
Ko ® ARt ehk vt bl TR &E@mf@%&maa) o ptvh o gt
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f@ﬁobﬁpé#;/ s IFERE R ?;Fliz F.F%Tébfsvmh,\%aj%
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The EDPB emphasises that the GDPR and Directive 2002/58/EC (the
“ePrivacy Directive”) both contain specific rules allowing for the use of
anonymous or personal data to support public authorities and other actors
at national and EU levels in monitoring and containing the spread of the
SARS-CoV-2 virus'.

EDPB3: 33 » GDPR{r2002/58/EC3idq 4 ( T2+ "Ef4q 4 4 ) ¥ ¢ ¢ M
FER T PO BM UL ¢ ERfrRE ksl ]':l‘é'?'?:]z N
PR A FTAHE RILBHATA SR B F (SARS-CoV-2) 2 @42 -

In this regard, the EDPB has already taken position on the fact that the use
of contact tracing applications should be voluntary and should not rely on
tracing individual movements but rather on proximity information
regarding users.’

Bt G o EDPBen: B E_ o % i BT BN RE D R 2 (®
EHEB A AR o ER R jﬁ s (proximity ) 73 5 i B ik 453

2 See the previous statement of the EDPB on the COVID 19 outbreak.
LEDPB#" % M3t 57% % X B B 2 Bp o
3 https://edpb.europa.eu/sites/edpb/files/files/filel/edpbletterecadvisecodiv-appguidance final.pdf -



https://edpb.europa.eu/sites/edpb/files/files/file1/edpbletterecadvisecodiv-appguidance_final.pdf

2. USE OF LOCATION DATA
adly- ?(TfiL 3

2.1 Sources of location data
el gﬁﬁii %R

There are two principal sources of location data available for modelling the
spread of the virus and the overall effectiveness of confinement measures:
£ llfi—%i}?a%lﬁi}‘é? sz?:}’b;}*—%w?'fﬁf'rs\ PLeni B '}i’ I—ij),%l)a

e |ocation data collected by electronic communication service
providers (such as mobile telecommunication operators) in the
course of the provision of their service;and
THANEDREE (WEBTEYER) A ERERY
Wiy T e

e |ocation data collected by information society service providers’
applications whose functionality requires the use of such data (e.g.,
navigation, transportation services, etc.).

FRAAGIRIEFEF LB 250 HP R FERY TR
(drdsdos LUPRFEE ) o

10 The EDPB recalls that location data® collected from electronic

communication providers may only be processed within the remits of
articles 6 and 9 of the ePrivacy Directive. This means that these data can
only be transmitted to authorities or other third parties if they have been
anonymised by the provider or, for data indicating the geographic position
of the terminal equipment of a user, which are not traffic data, with the
prior consent of the users .

EDPBE ¥ » ¢ & i :MPRF*HE & ”erfﬁarm“ ¥ 3o

=

CEE AT SRR

4 See Art. 2(c) of the ePrivacy Directive.
ERGIES ‘%,f‘;fp £ HR2IE FCIE o



11

12

13

k|

A, R —‘F"fi'”?* [ A @ﬁ%ﬁ S E B RS o

Regarding information, including location data, collected directly from the
terminal equipment, art. 5(3) of the “ePrivacy” directive applies. Hence,
the storing of information on the user’s device or gaining access to the
information already stored is allowed only if (i) the user has given consent’
or (ii) the storage and/or access is strictly necessary for the information
society service explicitly requested by the user.

TR L FSHEESHA T AL EE L B
BEBFA AL AR XEE L EGT
y

P
FIEA5 5% (i) i %’*ﬁ‘/‘w Pajgf, & (i

Derogations to the rights and obligations provided for in the “ePrivacy”

Directive are however possible pursuant to Art. 15, when they constitute a

necessary, appropriate and proportionate measure within a democratic
. . . . 7

society for certain objectives .

R o RIS AP ENAAEY RE S~ BT B2

As for the re-use of location data collected by an information society

service provider for modelling purposes (e.g., through the operating

5> See Art 6 and 9 of the ePrivacy Directive.

Cily ’—*—‘f‘#ﬂ L % 6i0% ’ff%9u$ °
6 The notion of consent in the ePrivacy directive remains the notion of consent in the GDPR and must
meet all the requirements of the consent as provided by art. 4(11) and 7 GDPR
il ‘%f‘#ﬁ £ TR R 25 AHBGDPRAP- R0 T JE % X GDPR%4IE #1130 fr % 7iF 2 230 & f o
7 For the interpretation of article 15 of the “ePrivacy” Directive, see also, CJEU Judgment of 29 January
2008 in case C-275/06, Productores de Musica de Espafia (Promusicae) v. Telefénica de Espafia SAU.
M TR dp 4 $15F2 39 > S L% 2 (CJEU) 200817 29P % C-275/06%L % 2 »
Productores de Mdsica de Espafia (Promusicae) v. Telefonica de Espafia SAU z_ 214 -
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system or some previously installed application) additional conditions must
be met. Indeed, when data have been collected in compliance with Art. 5(3)
of the ePrivacy Directive, they can only be further processed with the
additional consent of the data subject or on the basis of a Union or
Member State law which constitutes a necessary and proportionate
measure in a democratic society to safeguard the objectives referred to in
Art. 23 (1) GDPR.

IR AEED i (BB ITEIASFE S X EARY AS) 0 BT
WAL € PRI IL—‘F? Wi g T A AT i%
Bk FFHEETIEFHL

T AL g R AR L S ey
R iAkg P SFERGDPR% 230 % 13 F 52 P 4> @ FRP-2 L & ¥

L oI x';vl]é”ﬁi*ﬂ—"?@s °

2.2 Focus on the use of anonymised location data

RESF LB TRLR?

The EDPB emphasises that when it comes to using location data,
preference should always be given to the processing of anonymised data
rather than personal data.

EDPB35 2% » i * =% TP » RAELRERLE* 3 LFH > A 2LB A F
HL o

Anonymisation refers to the use of a set of techniques in order to remove
the ability to link the data with an identified or identifiable natural person
against any “reasonable” effort. This “reasonability test” must take into
account both objective aspects (time, technical means) and contextual
elements that may vary case by case (rarity of a phenomenon including

population density, nature and volume of data). If the data fails to pass this

8 See section 1.5.3 of the guidelines 1/2020 on processing personal data in the context of connected
vehicles.
BOTRETE T B AP R B A FRLIE i#;, 511/2020 ; %1.5.3% -
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test, then it has not been anonymised and therefore remains in the scope
of the GDPR.

% Z v (anonymisation ) z’,"ﬁ:}g@’# His o # “f T e e
Faulmp RAF2 S 2 m2 T £32  (reasonable) & ;V#k
3% A AR A o b T A | (reasonability test) e EE £ 2B
Ro Flz (R ~His32) » U2 gEMBERLZFFFE (¢
BATRAE S TSR RE AT ) o BT AN LB %
BIE & A% &1 > Fla 75 GDPRAF -

Evaluating the robustness of anonymisation relies on three criteria: (i)
singling-out (isolating an individual in a larger group based on the data); (ii)
linkability (linking together two records concerning the same individual);
and (iii) inference (deducing, with significant probability, unknown
information about an individual).

LM% AEG ZHEFEREE D (i) F %S (singling-out) (k3%
TR B A opEWY g k) ;5 (i) 7t B (linkability )
(BB - A end A 2edkd 1) 4o (i) ¥ 4851 (inference)
(& s faArh S04 T B A hRrF ) o

The concept of anonymisation is prone to being misunderstood and is
often mistaken for pseudonymisation. While anonymisation allows using
the data without any restriction, pseudonymised data are still in the scope
of the GDPR.

% & f* (anonymization ) Pt A % b AL EE 0 2 F &L
(pseudonymisation) M2 ¥ ¢ 82X % it ¥ @@ T2 @ * 2 X TR

B & F AL 7 X GDPRALF -

. . I .9 .
Many options for effective anonymisation exist, but with a caveat. Data
cannot be anonymised on their own, meaning that only datasets as a whole
may or may not be made anonymous. In this sense, any intervention on a

single data pattern (by means of encryption, or any other mathematical

10
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transformations) can at best be considered a pseudonymisation.

FAREE L3 NH % e - BFEBIAR TR L EEE LM K
T2 WESAHTHEEMITEE P ARIZATET T o Ft o (ke
B H s R ) HB RT3 (data pattern) 2 F 33 %
B3t f i e

Anonymisation processes and re-identification attacks are active fields of
research. It is crucial for any controller implementing anonymisation
solutions to monitor recent developments in this field, especially
concerning location data (originating from telecom operators and/or

information society services) which are known to be notoriously difficult to

anonymise.

% Li AJE e akulsc ¥ (re-identification attack) % /EEE 2 AT 7 AR B
BPF LA R E SR RFAM LS L RATERE S (K
§ R ER e (R) T UL R TR UENE &
BFS ML > 6 288 o

Indeed, a large body of research has shown'* that location data thought to
be anonymised may in fact not be. Mobility traces of individuals are
inherently highly correlated and unique. Therefore, they can be vulnerable

to re-identification attempts under certain circumstances.

¥

o

o xEEY Fy’f'&;‘—r ﬁﬁ?éaﬁéfﬁf‘ﬁ%ﬁﬁﬁc?{ﬁ-ﬁ??ﬁj
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A single data pattern tracing the location of an individual over a significant

period of time cannot be fully anonymised. This assessment may still hold

° (de Montjoye et al., 2018) "On the privacy-conscientious use of mobile phone data”

(de Montjoye et al., 2018) (i * # T i3 & EfRfp2 & * ) o

10 (de Montjoye et al., 2013) “Unique in the Crowd: The privacy bounds of human mobility” and

(Pyrgelis et al., 2017) “Knock Knock, Who's There? Membership Inference on Aggregate Location Data”

(de Montjoye et al., 2013) (4 ° b B AR B2 5 E K ) fo (Pyrgelis et al,, 2017)
(At 1M ?2uaRz =8 THAZFE) -
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true if the precision of the recorded geographical coordinates is not
sufficiently lowered, or if details of the track are removed and even if only
the location of places where the data subject stays for substantial amounts
of time are retained. This also holds for location data that is poorly
aggregated.

LARE RN BF G HR A mE 2 F - T

FoTEse WAERFER A LS E K ABREHRF L e 4
RETRTEEARPRT2E B B RHRT T E S o
AR E TR

To achieve anonymisation, location data must be carefully processed in
order to meet the reasonability test. In this sense, such a processing
includes considering location datasets as a whole, as well as processing
data from a reasonably large set of individuals using available robust
anonymisation techniques, provided that they are adequately and
effectively implemented.

ERMF LN FHREET R TR NP E TR R, o L
ﬁﬁéiﬁﬁ%?ﬁ%ﬁ%*ﬁﬁ@,”£éﬁ?i1%?ﬁﬁ’§
RN RS =8 b R T S AR AL

Lastly, given the complexity of anonymisation processes, transparency

regarding the anonymisation methodology is highly encouraged.

s F1F LRz dpfelt o AV BERAF LB TEPR -
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3. CONTACT TRACING APPLICATIONS
R AR

3.1 General legal analysis
}*f@ R =W

The systematic and large scale monitoring of location and/or contacts
between natural persons is a grave intrusion into their privacy. It can only
be legitimised by relying on a voluntary adoption by the users for each of
the respective purposes. This would imply, in particular, that individuals
who decide not to or cannot use such applications should not suffer from
any disadvantage at all.

H3p AR Az = e (%) #BfFEF LM~ A RS > Rt
PLEAFT o WARY X TR BU D Pp FFRIPE LG I
Pulpk > BAREFRAIEFIESRY A g2 F ZERY AN A K
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To ensure accountability, the controller of any contact tracing application
should be clearly defined. The EDPB considers that the national health
authorities could be the controllers* for such application; other controllers
may also be envisaged. In any cases, if the deployment of contact tracing
apps involves different actors their roles and responsibilities must be
clearly established from the outset and be explained to the users.

R FEEFRT M B AR AR EBUR Y A2 2 7 H © EDPBILG
Rpars L H He T r SR AN L F T AT L Al
R Rdaer o FRIPCEHEY AR FHE DR EE L
PIp o ld 80 28 & F'ig*’t’??’I’T?’lgq’JﬁF‘upg°

26 In addition, with regard to the principle of purpose limitation, the purposes

11 See also European Commission “Guidance on Apps supporting the fight against COVID 19 pandemic
in relation to data protection” Brussels, 16.4.2020 C(2020) 2523 final.

FAGERL § TH R SRS A2 B RS Tk ¥, P4 ER 0 20205
4% 16p - C(2020) 2523 final

13



27

must be specific enough to exclude further processing for purposes
unrelated to the management of the COVID- 19 health crisis (e.g.,
commercial or law enforcement purposes). Once the objective has been
clearly defined, it will be necessary to ensure that the use of personal data

is adequate, necessary and proportionate.

goeb o et p A UH R P e R B UL G AT
R FEEBEML AR P D (WP FARED ) BPEY TR
Pen- LAARF BETRAER TR G g BT LS
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In the context of a contact tracing application, careful consideration should
be given to the principle of data minimisation and data protection by
design and by default:

R EHET AN B BEFREL L RA R FHE
# %2 (bydesign) frigk (bydefault) & & :

e contact tracing apps do not require tracking the location of individual
users. Instead, proximity data should be used;
B EHUET AR FERB YR F2 8 o8 LR &
5o

e as contact tracing applications can function without direct
identification of individuals, appropriate measures should be put in
place to prevent re-identification;

R ERET AN A EEBNF TR LT ER
Ttk i % e E AL £ 5

e the collected information should reside on the terminal equipment of
the user and only the relevant information should be collected when
absolutely necessary.
MERFZFABT TR FRR PP TR TR HCL R
e E A e
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28 Regarding the lawfulness of the processing, the EDPB notes that contact

29

30

tracing applications involve storage and/or access to information already
stored in the terminal, which are subject to Art. 5(3) of the “ePrivacy”
Directive. If those operations are strictly necessary in order for the provider
of the application to provide the service explicitly requested by the user
the processing would not require his/her consent. For operations that are

not strictly necessary, the provider would need to seek the consent of the

user

BEC3E* Tl L0 > EDPBIL L T » & ¢ E BT N E R

fr (&) BB EEns2 T 22 T3 3%F 4 55F 53
Hoge o BH

A rﬁ#ife’ * o 2P R R BRI i AR Y
~ FRPERT FRL o B FEELE
G B 0 Bl @ﬁﬁé*ﬁ A

Furthermore, the EDPB notes that the mere fact that the use of contact-
tracing applications takes place on a voluntary basis does not mean that
the processing of personal data will necessarily be based on consent. When
public authorities provide a service based on a mandate assigned by and in
line with requirements laid down by law, it appears that the most relevant
legal basis for the processing is the necessity for the performance of a task in
the publicinterest, i.e. Art. 6(1)(e) GDPR.

pLeb > EDPBIAR T pRER® * IR BB AN HBET P > T2
o B AFTAHZEY QIFUR LA B OGS ERED &
FERTH/EIRGE PMEHEY TR M2 ERy o G
HERESEJIE \l’%‘« A1 Jf 0 TPGDPR% 61F % 178 F e 2 R 2o

~-.

Article 6(3) GDPR clarifies that the basis for the processing referred to in
article 6(1)(e) shall be laid down by Union or Members State law to which
the controller is subject. The purpose of the processing shall be determined
in that legal basis or, as regards the processing referred to in point (e) of

paragraph 1, shall be necessary for the performance of a task carried out in

15



the public interest or in the exercise of official authority vested in the
controller.”

GDPR% 6i% %37 B " > GDPR% 67% % 178 et R T 2 & * ik fd ¥
AT SRS -] F,i ERRZEP T -F* 2 paipd 3222k
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AR (HPY R 1T FeFid 2@ a3 ) o

31 The legal basis or legislative measure that provides the lawful basis for the
use of contact tracing applications should, however, incorporate meaningful
safeguards including a reference to the voluntary nature of the application.
A clear specification of purpose and explicit limitations concerning the
further use of personal data should be included, as well as a clear
identification of the controller(s) involved. The categories of data as well as
the entities to (and purposes for which, the personal data may be disclosed)
should also be identified. Depending on the level of interference, additional
safeguards should be incorporated, taking into account the nature, scope
and purposes of the processing. Finally, the EDPB also recommends
including, as soon as practicable, the criteria to determine when the
application shall be dismantled and which entity shall be responsible and
accountable for making that determination.

R TR R R ERPET RN EEAH L FEREA 2 EH
B »F REZF2HERS > AP IR RS RRET - @
Jeiat B A FoLiEFF R * 22 B P e 24 0 TP RS B ATl 2
ﬁ§ﬁ°““’ﬁ@iwﬁﬁiﬁw’uiﬁﬁé$3W(%éﬁi
Peh) b o R 0 Y REY 2T BRI D o p
N iﬁﬁl%#‘- ¥ o B {5 > EDPBiBZEZR ¥ f’?%@l’\ I P LT
YRR E S VRS STET R SN T kR

32 However, if the data processing is based on another legal basis, such as

12 See Recital (41).
BH ¥ 41 .
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consent (Art. 6(1)(a))13 for example, the controller will have to ensure that
the strict requirements for such legal basis to be valid are met.

Mmoo R EY GANH B ERE MArR R (F61E %13 Fa
ORE ST RIS B Py SE L P T R

N

#
5

Moreover, the use of an application to fight the COVID-19 pandemic might
lead to the collection of health data (for example the status of an infected
person). Processing of such data is allowed when such processing
necessary for reasons of public interest in the area of public health, meeting
the conditions of art. 9(2)(i) GDPR™ or for health care purposes as
described in Art. 9(2)(h) GDPR", Depending on the legal basis, it might also
be based on explicit consent (Art. 9(2)(a) GDPR).
Lﬂ’@*%*ﬁﬁ%ﬁ%%%%&%?ﬁ%
~/iﬁx;l%ﬁi) o FEALFAINL OHFL AR S
7 £ GDPR% 97% % 278 % isc!*; & 2 2 GDPR% 9if % 278 % hix » & R
%%Eﬁﬁwwm%’%ﬁﬁ PE TR o ik E R
TR TR GASD TR (GDPR%%,”JE%:ZJE Yax) o

%

o
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In accordance with the initial purpose, Article 9(2)(j) GDPR also allows for
health data to be processed when necessary for scientific research
purposes or statistical purposes.

HA»4 P 7> GDPR % 91F % 278 % j30 7 L3 2 L HE 7 P et 33t
2 % B om iE R F o

13 Controllers (especially public authorities) must pay special attention to the fact that consent should
not be regarded as freely given if the individual has no genuine choice to refuse or withdraw its
consent without detriment.

BEH (PR Lonph) FAE2AL  FANBAL RS A RrdFLa A2 fIE2 20
ER O RPHRPRLIEp AL o

14 The processing must be based on Union or Member State law which provides for suitable and
specific measures to safeguard the rights and freedoms of the data subject, in particular professional
secrecy.

Fr L RAEE ARG R P ARCERE T AR MRS ) ik LM B
W AR CE R RAP 2

15 See Article 9(2)(h) GDPR

FLGDPR % 91% % 23 ¥ hix »
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The current health crisis should not be used as an opportunity to establish
disproportionate data retention mandates. Storage limitation should
consider the true needs and the medical relevance (this may include
epidemiology-motivated considerations like the incubation period, etc.) and
personal data should be kept only for the duration of the COVID-19 crisis.
Afterwards, as a general rule, all personal data should be erased or
anonymised.

PR T SEFELEWEAFEHE T ETH R UIET R E
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DEASFRMAR (TR ESAHEIRRA) 0 2 B
CFREE AL AR FOR R 2t AARRA - >
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It is the EDPB’s understanding that such apps cannot replace, but only

support, manual contact tracing performed by qualified public health

personnel, who can sort out whether close contacts are likely to result in

virus transmission or not (e.g., when interacting with someone protected

by adequate equipment — cashiers, etc. -- or not). The EDPB underlines that
procedures and processes including respective algorithms implemented by
the contact tracing apps should work under the strict supervision of
gualified personnel in order to limit the occurrence of any false positives

and negatives. In particular, the task of providing advice on next steps

should not be based solely on automated processing.

EDPBin 2 » M ER* ol v 2 s 2 AR FLI LA

FHELRM LB F HEDLFL A RRART R (R L
FFORE KA AR F) LF TV ERop4 B4 o EDPB B

Bt EHBET B2 RAEE 22 (FRBPRBFTEZE) > B4

RZBERERFTHE  MP o 2 G GIEM o R E R R 5
%z@ifgjg;’;z FHApH L FEY S 2 o

In order to ensure their fairness, accountability and, more broadly, their

compliance with the law, algorithms must be auditable and should be
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regularly reviewed by independent experts. The application’s source code
should be made publicly available for the widest possible scrutiny.

BOFE o T g%?,‘—,riy/‘; iR 2 HE V2 é\%@ﬁ ) ;?ﬁ}ﬁ;éjﬁ?%
oo PR BRI BE  FFRGET R ILE %‘ B/
Z.RABRS LR o

ETIRS

False positives will always occur to a certain degree. As the identification of
an infection risk probably can have a high impact on individuals, such as
remaining in self isolation until tested negative, the ability to correct data
and/or subsequent analysis results is a necessity. This, of course, should
only apply to scenarios and implementations where data is processed
and/or stored in a way where such correction is technically feasible and

where the adverse effects mentioned above are likely to happen.

- AR BHPEIEI L R AR G2 BN T B A
AT okt A RPIEIRIEE D i AR v EG (B
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Finally the EDPB considers that a data protection impact assessment (DPIA)
must be carried out before implementing such tool as the processing is
considered likely high risk (health data, anticipated large-scale adoption,
systematic monitoring, use of new technological sqution)lG. The EDPB
strongly recommends the publication of DPIAs.

B.i$ > EDPB3L: » ¥ %W AN ABZ RGP (REFTH - FH =
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16 See WP29 guidelines (adopted by the EDPB) on Data Protection Impact Assessment (DPIA) and
determining whether processing is “likely to result in a high risk” for the purposes of Regulation
2016/679.

B %2911 i/ % (WP29) (d EDPBiiiF) ' RI>"% 2016/679%.4L7] (GDPR)® i ¥ iR §28
;=i (DPIA) 11 % Fims; 23 TP d3n's 24990
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3.2 Recommendations and functional requirements
FERE S PR R

40 According to the principle of data minimization, among other measures of

41

42

Data Protection by Design and by Default17, the data processed should be
reduced to the strict minimum. The application should not collect
unrelated or not needed information, which may include civil status,
communication identifiers, equipment directory items, messages, call logs,
location data, device identifiers, etc.

RypFoALEL T RRA > AH B TR EE R IR 17511%3;*;% e R
BT DT RERE IR R B AN TAE AN ST LR
20 F M e g dFERR R ~ i 3% A (communication identifier) ~ 3K &
P 4538 B (equipment directory item) ~ 3 4 ~ i FEiedr~ =¥ T4

HERUBEE

Data broadcasted by applications must only include some unique and
pseudonymous identifiers, generated by and specific to the application.
Those identifiers must be renewed regularly, at a frequency compatible
with the purpose of containing the spread of the virus, and sufficient to limit
the risk of identification and of physical tracking of individuals.

et AL TR EF e 79 R RIEF A2 FTELD
BIFE o WS E T L AT L AT IR P E A }?54» [
YRR Sl - R EE e A Ay S

Implementations for contact tracing can follow a centralized or a
decentralized approachlg, Both should be considered viable options,
provided that adequate security measures are in place, each being

accompanied by a set of advantages and disadvantages. Thus, the

17 See EDPB Guidelines 4/2019 on Article 25 Data Protection by Design and by Default
5. TEDPBR *t % 2518 F 4L B2k 2-{op % 245 514/2019 | -
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conceptual phase of app development should always include thorough
consideration of both concepts carefully weighing up the respective effects
on data protection /privacy and the possible impacts on individuals rights.
B ERE Y A A R AR % 2R
T oM AN IT AR P A B EAIS FY o AR
PRCEFEENA BEHA A B s TR Bl RA
LB TR EEEF Ltk U HBAENLT A BE -

o
<

Any server involved in the contact tracing system must only collect the
contact history or the pseudonymous identifiers of a user diagnosed as
infected as the result of a proper assessment made by health authorities
and of a voluntary action of the user. Alternately, the server must keep a
list of pseudonymous identifiers of infected users or their contact history
only for the time to inform potentially infected users of their exposure, and
should not try to identify potentially infected users.

WE R EB L SRt RIRETR R 2 Z R TR IR L3N A
@u?%4i%%%%£?maﬁa%5@ﬁwéwo5—1@,@
RETF A CBARAFERERLCRPREP > Tl

EallRE By o ﬁﬁﬁWQ?ﬂ’fnﬁﬁﬁﬁw:ﬁéﬁﬁo

"!ﬁmlfﬂr’

Putting in place a global contact tracing methodology including both
applications and manual tracing may require additional information to be
processed in some cases. In this context, this additional information should
remain on the user terminal and only be processed when strictly necessary
and with his prior and specific consent.

B BT BT RSN R L BRI R B 2
TR RET AT AN T BEEAT mw@m&<
PEER PHEY RUGHLET SR AT RHFEIRFRL ST

18 n general, the decentralised solution is more in line with the minimisation principle
- HE g RGN RA F LR ETHREE T RRA
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State-of-the-art cryptographic techniques must be implemented to secure
the data stored in servers and applications, exchanges between
applications and the remote server. Mutual authentication between the
application and the server must also be performed.

FRERPREOR* AT OTHE  RERY AN EREPIRE
FFAL#22 2> BREYERALEDDTHIF B N ERIRER

8 %5 B 322 (mutual authentication) o

The reporting of users as COVID-19 infected on the application must be
subject to proper authorization, for example through a single-use code tied
to a pseudonymous identity of the infected person and linked to a test
station or health care professional. If confirmation cannot be obtained in a
secure manner, no data processing should take place that presumes the
validity of the user’s status.

BT ARN AL E R R RERR > blde TR Y B
(=GR A S SR %5)%‘ AR - AMRES - F A
2EWE 20 AL R W ARERY F Y AH P EY R

7}‘,' o

The controller, in collaboration with the public authorities, have to clearly
and explicitly inform about the link to download the official national contact
tracing app in order to mitigate the risk that individuals use a third-party
app.

BN E L F o R A R RRE R L
FAENZ TR U MBARY 522 Y 22 bR

-
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4. CONCLUSION

TAREYN
g gl

48 The world is facing a significant public health crisis that requires strong

49

responses, which will have an impact beyond this emergency. Automated
data processing and digital technologies can be key components in the
fight against COVID-19. However, one should be wary of the “ratchet
effect”. It is our responsibility to ensure that every measure taken in these
extraordinary circumstances are necessary, limited in time, of minimal
extent and subject to periodic and genuine review as well as to scientific
evaluation.

gﬁiwaﬁ%@a%%ifﬁ’ﬁﬁéﬁ
BBPPIN RS RN AE LR T K&Wﬁm
o AARFRTEE L2 gL F o ’ mTFTl’E.iE’éL THl TS
(ratchet effect) o 45 & f{ﬁéifﬁv AP EFREA,T o kB2 2 4
YRR S FERG  FRER TR S AEPE

;-‘T— r‘:" o

The EDPB underlines that one should not have to choose between an
efficient response to the current crisis and the protection of our
fundamental rights: we can achieve both, and moreover data protection
principles can play a very important role in the fight against the virus.
European data protection law allows for the responsible use of personal
data for health management purposes, while also ensuring that individual
rights and freedoms are not eroded in the process.
EDPB# 2% » F »cFby o p B2 Wi A ML 2w FEH H - g
Bom AT UL EF2ZP R AT s TR R R S
S A ER 2 R o TR IREE B
Ep Rt AT TR - AR R
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ANNEX -- CONTACT TRACING APPLICATIONS
ANALYSIS GUIDE

e — AR} i R AR SN

L %frig =1

0. Disclaimer

L e

The following guidance is neither prescriptive nor exhaustive, and its sole
purpose of this guide is to provide general guidance to designers and
implementers of contact tracing applications. Other solutions than the ones
described here can be used and can be lawful as long as they comply with
the relevant legal framework (i.e. GDPR and the “ePrivacy” Directive).

TR EE ARG 2 A HEH LB R B B
GEIEI G EBULY RS BEE E R F AR PR o R
%%amﬁwﬁéiﬁﬁ?w@*’v hofs &P B 24=% ( PGDPR

frR 3 EP L) PERT BB R R E S

It must also be noted that this guide is of a general nature. Consequently,
the recommendations and obligations contained in this document must not
be seen as exhaustive. Any assessment must be carried out on a case-by-
case basis, and specific applications may require additional measures not
included in this guide.

BRI Mpe TiRE- KB R - T 0 HAre 72 E RS KR
FAZIANE c BRAHEIMBIEFTG > P PR AT T E
S SR SURIL - TR

1. Summary

&

In many Member States stakeholders are considering the use of contact

tracing* applications to help the population discover whether they have
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been in contact with a person infected with SARS-Cov-2*.
SERBM T MR Y REY B LAY A2 A
Eﬁ”ﬂ LTE R RFEATL T RpF PR A F

The conditions under which such applications would contribute effectively
to the management of the pandemic are not yet established. And these
conditions would need to be established prior to any implementation of
such an app. Yet, it is relevant to provide guidelines bringing relevant
information to development teams upstream, so that the protection of
personal data can be guaranteed from the early design stage.

P AFES MR AR fip BE 2T g W 2§ ki d B AR
WiE* om G * LAY AR B AR TR ER o Ra fl T
il JEI R BIRAPE T BT RFER A TG R
B i o

It must be noted that this guide is of a general nature. Consequently, the
recommendations and obligations contained in this document must not be
seen as exhaustive. Any assessment must be carried out on a case-by-case
basis, and specific applications may require additional measures not
included in this guide. The purpose of this guide is to provide general
guidance to designers and implementers of contact tracing applications.
Bdd o kg ERE-RBR L FP o Av Bee §LERY A
BT AR AR  RAHIMWMBIEATG > P TR AT NG
PPkt AP FIHE E s o hdra oq bR EBUEY 252
B F TR RS-

Some criteria might go beyond the strict requirements stemming from the
data protection framework. They aim at ensuring the highest level of
transparency, in order to favour social acceptance of such contact tracing
applications.

FREEET L RN ERAEA S T REEEOE Ko R RE L A
B AR B RSP 1 I SR B Y A AR
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To this end, publishers of contact tracing applications should take into
account the following criteria:
Rt B R BT RS2 FT FRY BT IIRE

e The use of such an application must be strictly voluntary. It may
not condition the access to any rights guaranteed by law.
Individuals must have full control over their data at all times, and
should be able to choose freely to use such an application.

B PLHERYAENER AR A FIFLETERE TR
Flo fF i o B4 el B HE TRz 24 0 ¢ i 4 B
JEHE T LR AR o

e Contact tracing applications are likely to result in a high risk to the
rights and freedoms of natural persons and to require a data
protection impact assessment to be conducted prior to their
deployment.

Bl EHAEY BV A ERp RAENEpd 3% A
PR F R AR T RPHLR YRR TR -

e Information on the proximity between users of the application can
be obtained without locating them. This kind of application does
not need, and, hence, should not involve the use of location data.
&£ TR fp5N 08 A F¥iEFI o TV EFRH iﬁ“?*’%—ﬁ%
ZE e SRR AR R s TR R R T

e When a user is diagnosed infected with the SARS-Cov-2 virus, only
the persons with whom the user has been in close contact within
the epidemiologically relevant retention period for contact tracing,
should be informed.

FoOLRYFARRELR A ATR B R OEE o T v BE T
AN AR ),% ?#{rﬁ% ¢ i Bidp ¥ (retention period) P % f’ifﬁﬁ
LE BRI
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The operation of this type of application might require, depending
on the architecture that is chosen, the use of a centralised server.
In such a case and in accordance with the principles of data
minimisation and data protection by design, the data processed

by the centralised server should be limited to the bare minimum:

Ry rEHNFEHE - LR 2552 ‘W?ﬁﬁtﬁﬂﬁﬂ*
PR o ﬁ“ﬂi‘ P PR T AL B T 2 F R KR 3 (by design)
ZRRP) 0 EEY NPIRBANEY 2 TR B R

O When a user is diagnosed as infected, information regarding
its previous close contacts or the identifiers broadcasted by
the user’s application can be collected, only with the user’s
agreement. A verification method needs to be established
that allows asserting that the person is indeed infected
without identifying the user. Technically this could be
achieved by alerting contacts only following the
intervention of a healthcare professional, for example by

using a special one-time code.

iﬁ—?fﬁ“jﬁﬁlﬁi?\;/w’ﬁ%%‘ 7#5‘)?§F1‘E\;€zf%
wim@wﬁfﬁ%~ AT RAEEFRY FF
oo B2 SBEP 0 23 BuFZRY Fni T o

WHERRE L o B IRT- RE 0 BT T BB Mo
Fh—- XM HEHBE SN, éb;gﬁzgs AR S AR
R

O The information stored on the central server should neither
allow the controller to identify users diagnosed as infected
or having been in contact with those users, nor should it
allow the inference of contact patterns not needed for the

determination of relevant contacts.
AR SR LU R L s
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The operation of this type of application requires to broadcast
data that is read by devices of other users and listening to these
broadcasts:

PR AR 2 EIFT R e H s g H —‘F’T EEJEFFETH > T &
ek p His xé?fﬁmﬁ_:}%o

o It is sufficient to exchange pseudonymous identifiers
between users' mobile equipment (computers, tablets,
connected watches, etc.), for example by broadcasting them
(e.g. via the Bluetooth Low Energy technology).

R xRkl (RN THETN TELKRE) R
Higdadh (4ot * §7 M 42 (Bluetooth Low Energy )
PiiF) F2 S B LEEE T Ly o

O Identifiers must be generated using state-of-the-art

cryptographic processes.
BB AT RARR 4 S BGFE o

O Identifiers must be renewed on a regular basis to reduce the
risk of physical tracking and linkage attacks.
T HP O RTENEE o 0 VR MCF BRI BT il B
(Ilnkage attack) 2 *%& -

This type of application must be secured to guarantee safe
technical processes. In particular:
PUAT T AR PR R 22 PEE o gF A

O The application should not convey to the users information
that allows them to infer the identity or the diagnosis of

others. The central server must neither identify users, nor
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infer information about them.

B 42587 @ g ¥ —"zi&f#»&rzﬁiﬁjfb KB gk

;\zzﬁﬂg Woo ¥ oL PPRE A (TR H F‘ il S - -l It
2 AP B 3L

Disclaimer: the above principles are related to the claimed purpose of
contact tracing applications, and to this purpose only, which only aim to
automatically inform people potentially exposed to the virus (without
having to identify them). The operators of the application and its
infrastructure may be controlled by the competent supervisory authority.
Following all or part of these guidelines is not necessarily sufficient to
ensure a full compliance to the data protection framework.

LEEP v R LRGN BT RN 2P g F e
o B Mo B g bR TR RRF 2L (83 FEEE
A ) o BH ARz (FE AR 2 H KAk F R g Jfg—g-e"?%,\gr&go
SEL P EES N T Rl Y A s X

2. Definitions

&
Contact For a contact tracing application, a contact is a user who
*‘%ﬂ‘ﬁ has participated in an interaction with a user confirmed

to be a carrier of the virus, and whose duration and
distance induce a risk of significant exposure to the virus
infection.

SR BT AR T R B SR
}ﬂg,:,—’q‘b:}ﬁsaw&n%’“ Jﬁ: o TR R @ H
PR %L:}ﬁsiiﬁ e eg ¥ —‘ﬁ °

Parameters for duration of exposure and distance

30



between people must be estimated by the health
authorities and can be set in the application.

3 R RN S S YRR
Meire T EARY 2N KT o

Location data

It refers to all data processed in an electronic

il - communications network or by an electronic
communications service indicating the geographical
position of the terminal equipment of a user of a publicly
available electronic communications service (as defined
in the e-Privacy Directive), as well as data from potential
other sources, relating to:
ﬁﬁ&?iﬁaﬁﬁﬁﬁﬁﬁiiﬁﬂﬂﬁﬁﬁw’
jﬁﬁ%&*éﬁ%mﬁ(@?éﬁfﬁﬁii%)
& # ﬁm‘f«ﬂlf‘ﬂ_, 2B - 2 F 7}i v 1L E BT
B R A

+ the latitude, longitude or altitude of the terminal
equipment;
BHET R CEREB R
+ the direction of travel of the user; or
f%’*ﬁﬁﬂ%%ﬁ%‘%rév ; B
+ the time the location information was recorded.
ek B T ApERY o
Interaction In the context of the contact tracing application, an
5 § interaction is defined as the exchange of information

-

between two devices located in close proximity to each
other (in space and time), within the range of the
communication technology used (e.g. Bluetooth). This
definition excludes the location of the two users of the

interaction.
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Virus carrier

In this document, we consider virus carriers to be users

_-}?33 TR .-Frf who have been tested positive for the virus and who have
received an official diagnosis from physicians or health
centres.
iéﬁﬂ’ﬂwm§@i%@ﬁﬁﬁ@i%%&%ﬁ
i E oz EFANEEY oL AP ETR
—"F'f 0

Contact tracing

g R EHL

People who have been in close contact (according to
criteria to be defined by epidemiologists) with an
individual infected with the virus run a significant risk of
also being infected and of infecting others in turn.
FEEpAE A Y (ERARE L) §7 R
R SRR AR LR AR ARG

Contact tracing is a disease control methodology that lists
all people who have been in close proximity to a carrier of
the virus so as to check whether they are at risk of
infection and take the appropriate sanitary measures
towards them.

P R E PR - ﬁlﬁa*ga‘;’i’ o Hapdve é’i’:fg’ji + R
Ao 2WAR  AKA LTI R ARG 0 X
$HE R E 2 ¥ I
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3. General
kNl

GEN-1

The application must be a complementary tool to traditional
contact tracing techniques (notably interviews with infected
persons), i.e. be part of a wider public health program. It must be
used only up until the point manual contact tracing techniques
can manage alone the amount of new infections.
VAR R T AR (R RS
A ) zffer 1l B s Hpivr s L RiLada s f;\i—"‘i” X2
=R e A LB B R H b T ATH R A P
np)(%,a% PR ZERT AR o

GEN-2

At the latest when “return to normal” is decided by the
competent public authorities, a procedure must be putin place to
stop the collection of identifiers (global deactivation of the
application, instructions to uninstall the application, automatic
uninstallation, etc.) and to activate the deletion of all collected
data from all databases (mobile applications and servers).
T oA TR R P REFT AN
B rlib 0 B CRALEE T T RS 4T R
X é‘%;wi%? A pEfREE AR ) o TR A
2IMERE (FFE* A RIRE) P 4% -

GEN-3

The source code of the application and of its backend must be
open, and the technical specifications must be made public, so
that any concerned party can audit the code, and where relevant
- contribute to improving the code, correcting possible bugs and
ensuring transparency in the processing of personal data.

Bt f28 2 H sl R4S A B3> ¥ H BRI A Lo
B I L S PR AT FRFP e nie N
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GEN-4 |The stages of deployment of the application must make it
possible to progressively validate its effectiveness from a public
health point of view. An evaluation protocol, specifying
indicators allowing to measure the effectiveness of the
application, must be defined upstream for this purpose.

MERY AN EBIFE Rl o X s (Bt 34 5%
TR g s o S P ALY FEARTE D Ko i\
PR s AR5 G oniend R .

4. Purposes

P en

PUR-1 | The application must pursue the sole purpose of contact tracing
so that people potentially exposed to the SARS-Cov-2 virus can
be alerted and taken care of. It must not be used for another
purpose.

et A2st 2 vi— P B REBIERF L 0 VA kB AT
76'“#}?3—* 7_ A ﬁé%l“g'r "L’i'ﬁ% PRE > A 1B —s"‘F! s B o

PUR-2 | The application must not be diverted from its primary use for the

purpose of monitoring compliance with quarantine or

confinement measures and/or social distancing.

B A3 W0 EARY F AT P S o
() AL R HIEH 1L & * 8 o

PUR-3 | The application must not be used to draw conclusions on the
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location of the users based on their interaction and/or any other
means.
Je* AR FARR Y FenT B fo () MH B S50 N

#ri K enie g o

5. Functional considerations
#iady g

FUNC-1

The application must provide a functionality enabling users to be
informed that they have been potentially exposed to the virus,
this information being based on proximity to an infected user
within a window of X days prior to the positive screening test
(the X value being defined by the health authorities).

BrRNGA FUARY FATAE R B RSP 2
Fe 0 3Z R AL gy e H —‘5 BEHEEEnaXa pd

SIEARMAER 2 AF (XL L D MR -

FUNC-2

The application should provide recommendations to users
identified as having being potentially exposed to the virus. It
should relay instructions regarding the measures they should
follow, and they should allow the user to request advises. In such
cases, a human intervention would be mandatory.

Bo* 2N e AGLEAT i kB opd Y i Y FR K
A i€ % KLl Y hfy s o B RyEi K F Rt

ALY AR L R

FUNC-3

The algorithm measuring the risk of infection by taking into
account factors of distance and time and thus determining when
a contact has to be recorded in the contact tracing list, must be

securely tuneable to take into account the most recent
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knowledge on the spread of the virus.

AE S LR RS B ORATERM > T E o

FUNC-4

Users must be informed in case they have been exposed to the
virus, or must regularly obtain information on whether or not
they have been exposed to the virus, within the incubation
period of the virus.

it # -ﬁ-%ﬁﬁ 2901 %sfg*?:}?‘a-% CEFd > i EFH LT

Bapmd BRYPN RBHS Y TR

FUNC-5

The application should be interoperable with other applications
developed across EU Member States, so that users travelling
across different Member States can be efficiently notified.

Bt A EwE ¢ ARFFOE s B BN R T
{FEE P e R R Frp g iro

6. Data
Tl

DATA-1

The application must be able to broadcast and receive data via
proximity communication technologies like Bluetooth Low
Energy so that contact tracing can be carried out.

et F2N o S EE 7 M E AT 2 (proximity
communication ) g T AR T T AL > 1R E T R I B

DATA-2

This broadcast data must include cryptographically strong
pseudo-random identifiers, generated by and specific to the

application.
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DATA-3

The risk of collision between pseudo-random identifiers should

be sufficiently low.
SEH LA P A T

DATA-4

Pseudo-random identifiers must be renewed regularly, at a
frequency sufficient to limit the risk of re-identification, physical
tracking or linkage of individuals, by anyone including central
server operators, other application users or malicious third
parties. These identifiers must be generated by the user’s
application, possibly based on a seed provided by the central
server.

BB R AT AT s U i e A
(e487 H RIREBFEAR ~HU Br 2t * ¥R %
E7) Ewn o FHERE RS TR AL DR R
FEOpd & * K m}%’” A > He ud L RIRE R g
b 1B (seed) Y

g

DATA-5

According to the data minimisation principle, the application
must not collect data other than what is strictly necessary for the
purpose of contact tracing

RS RB o B 4235 7 7 B ¢ P 2 Bk
o & q‘{é[ﬁff}  m g H B F‘ﬁf}" o

DATA-6

The application must not collect location data for the purpose of
contact tracing. Location data can be processed for the sole
purpose of allowing the application to interact with similar
applications in other countries and should be limited in precision
to what is strictly necessary for this sole purpose.

et Az B LR AERD PR FEE T RE T
o R LFGREY AN EE B R R E Y 2T B
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DATA-7

The application should not collect health data in addition to
those that are strictly necessary for the purposes of the app,
except on an optional basis and for the sole purpose of assisting
in the decision making process of informing the user.

B AESF @ AP 2 KRR ERAEERETHE
B E G FERZ LSRR F AR PO A

Aptrl o

DATA-8

Users must be informed of all personal data that will be
collected. This data should be collected only with the user
authorization.

- oA TR Bk
i -

R
7
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7. Technical properties

B

TECH-1

The application should available technologies such as use
proximity communication technology (e.g. Bluetooth Low
Energy) to detect users in the vicinity of the device running the
application.

et BN T MRITHE BN (AT ML) > WREA

PR AR 2 KR TR Y F -

TECH-2

The application should keep the history of a user's contacts in
the equipment, for a predefined limited period of time.

Tor A2 R K R R G ARK L 0 B
TETE AR T -
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TECH-3

The application may rely on a central server to implement some
of its functionalities.
Bt BN EFHEY L PIRBHRTIMAFH A o

TECH-4

The application must be based on an architecture relying as

much as possible on users’ devices.
et A2 RAHATEH L GET oy Rif g * Xl o

TECH-5

At the initiative of users reported as infected by the virus and
after confirmation of their status by an appropriately certified
health professional, their contact history or their own identifiers
should be transmitted to the central server.

B HABUFAARFEAE R T AR EER R F R R A
nfs o AP A H p ERNBRRBET P L BIRE o

8. Security

£ 2>

SEC-1

A mechanism must verify the status of users who report as SARS-
CoV-2positive in the application, for example by providing a
single-use code linked to a test station or health care
professional. If confirmation cannot be obtained in a secure
manner, data must not be processed.

BT ARNEF L ATRRA B LR AP M AR
ﬂiﬁ%‘.’*& C Blde s VR S R R R FN%‘& Az - =
PHE o FREE 2 EERIL P FEY T

SEC-2

The data sent to the central server must be transmitted over a
secure channel. The use of notification services provided by OS
platform providers should be carefully assessed, and should not

lead to disclosing any data to third parties.
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SEC-3

Requests must not be vulnerable to tampering by a malicious

user
A Hfgiu R & # ;]z'é:’(;::l)zw Ei;—%—j\ °

SEC-4

State-of-the-art cryptographic techniques must be implemented
to secure exchanges between the application and the server and
between applications and as a general rule to protect the
information stored in the applications and on the server.
Examples of techniques that can be used include for example :
symmetric and asymmetric encryption, hash functions, private
membership test, private set intersection, Bloom filters, private
information retrieval, homomorphic encryption, etc.
FEFR* BN EFIRERF - B AASF 2 FHEL >
fnnw%%@mgﬁ%ﬁimM%%%?ﬁﬁ%wxﬁm’@ﬁ
LR A B o AR P bl e 3 JHHLE 3
Fte B~ feik Sofic (hash function) ~ 4+ 4 = | &% (private
membership test ) ~ & # % HE B & < f ( private set
intersection) ~ * A iE/p ¥ (Bloom filter) ~ # 7 F i FFP~
( private information retrieval ) ~ F i 4 % ( homomorphic

encryption) % o

SEC-5

The central server must not keep network connection identifiers
(e.g., IP addresses) of any users including those who have been
positively diagnosed and who transmitted their contacts history
or their own identifiers.

A RIRED WG ERR Y F R EREE (P
ﬂ),%&ym¢wﬁgﬁ\u@% WQé Bwﬂw
FHenig b E e o
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SEC-6 In order to avoid impersonation or the creation of fake users, the
server must authenticate the application.

AR A AR FERE S PIRELFEEY
F2.:\ o

SEC-7 | The application must authenticate the central server.
et A2V PP L RIREBE (TN -

SEC-8 The server functionalities should be protected from replay
attacks.

g PR B 5 £ % & ¥ 7 # (replay attack )

SEC-9 The information transmitted by the central server must be
signed in order to authenticate its origin and integrity.
6#@w$@ﬁi?ﬂﬁﬁﬁagé’um3ﬂiﬁz £ 53
M o

SEC-10 |Access to all data stored in the central server and not publicly
available must be restricted to authorised persons only.

- ;s%;z P RPREER A OS2 A-},, ERAEAGE S ERR
I:J"B" °
SEC-11 |The device’s permission manager at the operating system level

must only request the permissions necessary to access and use
when necessary the communication modules, to store the data
in the terminal, and to exchange information with the central
server.

KEFE fko R U ZEF 258 2 p i
B BPEFEoR A AR RREREE TR 1

L A e
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9. Protection of personal data and privacy of natural persons
WER KA B TREES

Reminder: the following guidelines concern an application whose sole

purpose is contact tracing.

ER R E R [AEPHTE SRR EBEE P e Bt AR5

PRIV-1 | Data exchanges must be respectful of the users’ privacy (and
notably respect the principle of data minimisation).
THAKFEL R X 7@f(¢\@§$§ﬂg¢@&
Rl e

PRIV-2 | The application must not allow users to be directly identified
when using the application.
BRI AR A AR E R o

PRIV-3 | The application must not allow users' movements to be traced.
ot A A HER Y E 2 T EALIE B

PRIV-4 |The use of the application should not allow users to learn
anything about other users (and notably whether they are virus
carriers or not).
- St Jz Flig R AR EAH B @ —‘F'fm M (

W EH @ i{@ SmRAFRE) o
PRIV-5 | Trust in the central server must be limited. The management of

the central server must follow clearly defined governance rules
and include all necessary measures to ensure its security. The
localization of the central server should allow an effective
supervision by the competent supervisory authority.

e L PREZGERG VR o iRyl AR gL
PRE » 8 R P~— *%»o@# FEFHZ > o P L RPRE 2
B REERBFEFHHT GG RER -

2

42




PRIV-6

A Data Protection Impact Assessment must be carried out and
should be made pubilic.
FHARBRERAED ST 2B E L% o

PRIV-7

The application should only reveal to the user whether they have
been exposed to the virus, and, if possible without revealing
information about other users, the number of times and dates of
exposure.

J&r f550 W g H i#%;?%ﬂ T8 kB *+:)}33i LN e S o
BHBRY EFATWET > AT hE R pp oo

PRIV-8

The information conveyed by the application must not allow
users to identify users carrying the virus, nor their movements.
@*ﬁ&@w~?mnwﬁé%ﬂﬂuﬁw&%%&ﬁiﬁ
fFd o

PRIV-9

The information conveyed by the application must not allow
health authorities to identify potentially exposed users without
their agreement.

Te* Azt @ik T 2 ERFEL L FPMOTRAERT HF

LR NG

PRIV-10

Requests made by the applications to the central server must not
reveal anything about the virus carrier.

Br Azt we? L RIREF NG R FRBREF RF DT
® 'E“F‘IL °

PRIV-11

Requests made by the applications to the central server must
not reveal any unnecessary information about the user, except,
possibly, and only when necessary, for their pseudonymous
identifiers and their contact list.

et F28 P L RPR B 2 R 'xf»’#%ggxéq*ﬁm #
S FW WAL E R Y KR LR —t’i’#&ﬁ% g
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PRIV-12

Linkage attacks must not be possible.
OB ¥ iR BT o

PRIV-13

Users must be able to exercise their rights via the application.
B EF AR TR Y

PRIV-14

Deletion of the application must result in the deletion of all

locally collected data.
PUEE® AN PE o B A W2 2IVEH- BEpE o

PRIV-15

The application should only collect data transmitted by instances

of the application or interoperable equivalent applications. No

data relating to other applications and/or proximity

communication devices shall be collected.

f‘%"* AN WER RN T2 BB R At @,ﬁi%] AR
Fa g s B 20 (&) Mz gy 2 T o

PRIV-16

In order to avoid re-identification by the central server, proxy
servers should be implemented. The purpose of these non-
colluding servers is to mix the identifiers of several users (both
those of virus carriers and those sent by requesters) before
sharing them with the central server, so as to prevent the central
server from knowing the identifiers (such as IP addresses) of
users.

ST L PPRBZ A WU FE o BT NIERPIRE o @
wE 2L E 3 IR B (non-colluding servers) 2. B ehE_R £ #ic
i r fednlig (¢ FpdF RE IR B fog Ry
GRS ) o EH FELY L RIRE S Y PRE
Er@ * FaukuFa (4elPizg)

PRIV-17

The application and the server must be carefully developed and

configured in order not to collect any unnecessary data (e.g., no
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identifiers should be included in the server logs, etc.) and in
order to avoid the use of any third party SDK collecting data for
other purposes.

FEFERTIrRERY AN RIRE - UEFL AR TR 2L
EFH (blde 2 BB T EELRPRED R X))

TFL R 5= 2SDKEH B P F

Most contact tracing applications currently being discussed follow basically
two approaches when a user is declared infected: they can either send to a
server the history of proximity contacts they have obtained through
scanning, or they can send the list of their own identifiers that were
broadcasted. The following principles are declined®® according to these two
approaches. While these approaches are discussed here, that does not
mean other approaches are not possible or even preferable, for example
approaches that implement some form of E2E encryption or apply other
security or privacy enhancing technologies.

B H AR AR g e T R I B AR SUER Y T
ﬁﬁﬂﬂﬁyﬁﬁ v PIREFEHEFEHFHAE O EFL A
L E R p e feghamulgg o AR TS A0 AR o8
RAEFBH e AN B X A7 3R ~H T

7 5N e F XA N e Plah (E2E) 4o 2 H s %
P58 - i o

9.1 Principles that apply only when the application sends to the

server a list of contacts:

Eg? R AN PIREFERMA L FE PR

CON-1 |[The central server must collect the contact history of users

reported as positive to COVID-19 as a result of voluntary action

#F Dt e Tdeclined | 5% 5 % 34E 0 27 i 5 designed 5 Flitdoik v fuiE i T iRdpiEa A
N u—r};;ygl ERT S
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on their part.
VoA RRBAr B2 Y e M p BEERITE LB

IR T

CON-2 | The central server must not maintain nor circulate a list of the
pseudonymous identifiers of users carrying the virus.
P RREF AR RS R E DR EB BT o

CON-3 |Contact history stored on the central server must be deleted
once users are notified of their proximity with a positively
diagnosed person.
e e ﬂ,a‘frﬁ “EF B Ex ﬁu”i&)@w B e A £ 7 PR R
R s R TR % e

CON-4 |Except when the user detected as positive shares his contact
history with the central server or when the user makes a request
to the server to find out his potential exposure to the virus, no
data must leave the user's equipment.
f%ﬁ/? iz i ﬂb’i’“‘if?FRE’?/»\fr 3Pz f I R A E A
"'ﬁf‘f\l PIREmRE 4 F 8 i{-ﬁ%)ﬁi—*i'ﬁ‘" ko fE —‘ﬁm;&
N

CON-5 | Any identifier included in the local history must be deleted after
X days from its collection (the X value being defined by the
health authorities).
A R AR 0 R pAXE BAE (XL
Bt A g W T R)

CON-6 | Contact histories submitted by distinct users should not further

be processed e.g. cross-correlated to build global proximity

maps.
Bl R 2 Y ? PELEFEY > eFiE R
RS 2R R & A 5 B
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CON-7

Data in server logs must be minimised and must comply with
data protection requirements
PIRED Y TR R AL P R A TR RER

9.2 Principles that apply only when the application sends to a server

a list of its own identifiers:
Wgr 2R 2SS PRFFED LBUB/FE DR

ID-1 The central server must collect the identifiers broadcast by the
application of users reported as positive to COVID-19, as a result
of voluntary action on their part.

P RPR BT B2 Rt AR R n g 0 1L p BRI SR 5 AT
T B2 @ L

ID-2 The central server must not maintain nor circulate the contact
history of users carrying the virus.

P RREFFE S BHEES Y R iR e

ID-3 Identifiers stored on the central server must be deleted once
they were distributed to the other applications.

o H B T ARSI B L RIRB R E R
B o
ID-4 Except when the user detected as positive shares his identifiers

with the central server, no data must leave the user's
equipment or when the user makes a request to the server to
find out his potential exposure to the virus, no data must leave
the user's equipment.
T*ﬁ/?af%f’*’l%“'g ol R AR H kg o g d
ﬁl?ﬂiagﬁiw— A TF B A )ﬁi% 2 Ak s g Jﬂz 2El %
FENEHR
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ID-5

Data in server logs must be minimised and must comply with
data protection requirements
FIREP m? PF R RIFE > PR ETHEER
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Guidelines 03/2020 on the processing of data concerning
health for the purpose of scientific research in the context of
the COVID-19 outbreak
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The European Data Protection Board

Having regard to Article 70 (1) (e) of the Regulation 2016/679/EU of the
European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive
95/46/EC, (hereinafter “GDPR”),

Having regard to the EEA Agreement and in particular to Annex XI and
Protocol 37 thereof, as amended by the Decision of the EEA joint
Committee No 154/2018 of 6 July 2018,

Having regard to Article 12 and Article 22 of its Rules of Procedure,

HAS ADOPTED THE FOLLOWING GUIDELINES
WP B FRRELR

B RE SR RE £02016247 27 W iB2 (R E B
CTORPEER KA 2 Rk R R TR R R R g
4 95/46/EC % ' #L1]2016/679/EU ; ( T #LGDPR) % 707% % 17 % e
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1. INTRODUCTION

Due to the COVID-19 pandemic, there are currently great scientific
research efforts in the fight against the SARS-CoV-2 in order to produce
research results as fast as possible.

d 2t Fr - (COVID-19) # & 4 > 37 5 Hiar A 5k 3
(SARS-CoV-Z) PEFTI pF2Z? > URZEANFTT S o

At the same time, legal questions concerning the use of health data
pursuant to Article 4 (15) GDPR for such research purposes keep arising.
The present guidelines aim to shed light on the most urgent of these
qguestions such as the legal basis, the implementation of adequate
safeguards for such processing of health data and the exercise of the
data subject rights.

et Ip B 0 B STGDPR R 40E § 154K TR Pt B TAL 2 0 3F 52
RIS MEES SRS R S e
Bl EF L EREETHRRALEEE 2AERw o g EA
Bz 7R FE o

Please note that the development of a further and more detailed
guidance for the processing of health data for the purpose of scientific
research is part of the annual work plan of the EDPB. Also, please note
that the current guidelines do not revolve around the processing of
personal data for epidemiological surveillance.
Ao APEET R BT R TR Fl R B Wi
(i odi o 2 %P B FHRRELR § (EDPB) & A 1 (k3
F 2. - ML o gLl %—,1,&71&:}F,51T#\,%£,1;ﬁf—r}};5§ "GPP eiE
* AR o
2. APPLICATION OF THE GDPR
GDPRZ_ if #*

Data protection rules (such as the GDPR) do not hinder measures taken in
the fight against the COVID- 19 pandemic.! The GDPR is a broad piece of



legislation and provides for several provisions that allow to handle the
processing of personal data for the purpose of scientific research
connected to the COVID-19 pandemic in compliance with the
fundamental rights to privacy and personal data protection.? The GDPR
also foresees a specific derogation to the prohibition of processing of
certain special categories of personal data, such as health data, where it
is necessary for these purposes of scientific research. 3

”;{\%}:i u;‘i—;ﬁi’ﬁ,% (4-GDPR) T % ¥ F % 5 F P & # %1 o GDPR % -
MBI E AMARTY FHF iﬁ@“%fiéﬂ‘%ﬁ?ﬁ”ﬁ‘?ﬂu
BT 0 L ATRE LD R AN L HRAT ] 0 BT B 4T - GDPR
FIAERL 0 GFAEFTP AP R > JINA SR T (i B T HL)E
2 B gy _EwnmJLO

ED

Fundamental Rights of the EU must be applied when processing health
data for the purpose of scientific research connected to the COVID-19
pandemic. Neither the Data Protection Rules nor the Freedom of
Science pursuant to Article 13 of the Charter of Fundamental Rights
of the EU have precedence over the other. Rather, these rights and
freedoms must be carefully assessed and balanced, resulting in an
outcome which respects the essence of both.

RATEFRH LR PR P E R TR R E
KR MET] o ﬁi'%éf%#&%fr%t; TRAAENE R, F130ER
caizgy - I B A - i Bh2Z Mo m A FIETG T e
S SRR »u:im o A EEEEE LB o

! See the Statement of the EDPB from 19.3.2020 on the general processing of personal data in the
context of the COVID-19 outbreak, available at https://edpb.europa.eu/our-work-tools/our-
documents/other/statement-processing-personal-data-context-covid-19-outbreak _en.

REDPB B} 03750 X S ) B - AL (LB % A FTALZ BP (2020437 190 5K) o H AR
https://edpb.europa.eu/our-work-tools/our-documents/other/statement-processing-personal-data-
context-covid-19-outbreak en -

2 See for example Article 5 (1) (b) and (e), Article 14 (5) (b) and Article 17 (3) (d) GDPR.

7 #| LGDPR% 51% % 178 $ b fr ¥ et » $ 1415 $ 57 ¥ b o $ 1715 ¥ 378 ¥ dix -

3 See for example Article 9 (2) (j) and Article 89 (2) GDPR.
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3. DEFINITIONS

It is important to understand which processing operations benefit from
the special regime foreseen in the GDPR and elaborated on in the present
guidelines. Therefore, the terms “data concerning health”, “processing
for the purpose of scientific research” as well as “further processing”

(also referred to as “primary and secondary usage of health data”) must
be defined.

L& cHE P AVEIE T TR ZGDPRIF A X A dp il Y P2
FARFIR » Flpt 0 = %’ TREETH, TR PEEL P FEY
vr Digpesdy | (fLER TR 2 475t * (primary usage) fr=t &

¢ * (secondaryusage) ) -

3.1 “Data concerning health”
BT

According to Article 4 (15) GDPR, “data concerning health” means
“personal data related to the physical or mental health of a natural
person, including the provision of health care services, which reveal
information about his or her health status”. As indicated by Recital 53,
data concerning health deserves higher protection, as the use of such
sensitive data may have significant adverse impacts for data subjects. In
the light of this and the relevant jurisprudence of the European Court of
Justice (“ECJ”),* the term “data concerning health” must be given a wide
interpretation.

% J5GDPR% 415 % 1538 - it & 3
BEEFHZ BT &EHET
# oo dem 3 % 53BEATHE > R F G
Le‘fiﬁl'),i\;‘p,ff\i" Bb;‘]‘ﬁzi‘ Q\'f—!i“x
Mz (EC)) ‘2 4pMF 1% T2k

T
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4 See for example regarding the Dlrective 95/46/EC ECJ 6.3.2003, C-101/01 (Lindgvist) paragraph 50.
7 ) o B4 4 95/46/EC 0 ®ri¥ 2 12003 £117 6P (3L R 3' 6P M) HC-



8. Data concerning health can be derived from different sources, for

example:
EEFAATER FA KR b4

1. Information collected by a health care provider in a patient record
(such as medical history and results of examinations and treatments).
EEREREE AR KR TR (opd  RETiIsR
%5 )
A

2. Information that becomes health data by cross referencing with
other data thus revealing the state of health or health risks (such as
the assumption that a person has a higher risk of suffering heart
attacks based on the high blood pressure measured over a certain
period of time).

L L
FREBEFTM (o3 - s AP HF LB APREFLRS - BREE
ﬁﬂ%‘ﬁ%%w%%%ﬁ&%)

3. Information from a “self check” survey, where data subjects answer
guestions related to their health (such as stating symptoms).
ETRpAER AAETZFTHR > ZEALY o d F R AR EE
HE g ap b AL (dode gk ) o

4. Information that becomes health data because of its usage in a
specific context (such as information regarding a recent trip to or
presence in a region affected with COVID-19 processed by a medical
professional to make a diagnosis)
TR TR DS ﬁ%‘?ﬂ(%%%‘ﬁ
TR iEr THETE R AIMFP UL TR ) AN EFLFTA

ETTR
r
-r.\ \

3.2 “Processing for the purpose of scientific research”
r ;ﬁi%gﬂ;&* 2 i :F‘(ﬂl’lj

9. Article 4 GDPR does not entail an explicit definition of “processing for the

101/01%.% ¢ (Lindquist) 2|/4 » % 50£ -



10.

11.

purpose of scientific research”. As indicated by Recital 159, “the term
processing of personal data for scientific research purposes should be
interpreted in a broad manner including for example technological
development and demonstration, fundamental research, applied research
and privately funded research. In addition, it should take into account the
Union’s objective under Article 179 (1) TFEU of achieving a European
Research Area. Scientific research purposes should also include studies
conducted in the public interest in the area of public health.”
GDPR% 41 AP LT & ' 2 1871 p @ P FAL, o de@ T %
1598k srit » [ T X pBp1 5 p i # Foply P — WrE e iR & JERE
v%#ﬂvf’%frﬁr ARG O of TG
o R ERCEEEFEY (TFEU) #1790 #17F R &2 e g
Fzﬁ R P %Oﬁfpfﬁﬁﬁ@f#?f Frd AR L
FlE2FF o

The former Article 29-Working-Party has already pointed out that the
term may not be stretched beyond its common meaning though and
understands that “scientific research” in this context means “a research
project set up in accordance with relevant sector-related methodological
and ethical standards, in conformity with good practice”.”

BEA $299E 1 Il e dg o HANE L BRARR A 2 AR A g
AR I ERL M TEERY "‘#p RAH TE G E e

FUBELEH P RER BRI F 0

3.3 “Further processing”
TiRFRE Y

Finally, when talking about “processing of health data for the purpose of

scientific research”, there are two types of data usages:

5> See the Guidelines on Consent under Regulation 2016/679 of the former Article 29 Working-Party
from 6.7.2018, WP259 rev.01, 17EN, page 27 (endorsed by the EDPB). Available at
https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=623051.

RoAh %2918 1 i%-) e T RE 3T % 2016/6795L 2L 1 (GDPR) ® e &, i:j‘;q 3l (2018& 7% 6P %) »
WP259 rev.01, 17EN ) P27 ( EDPB # I ) ’ ;%‘ > B
https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=623051 -
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12.

13.

14.

Bets o MR TAREFET P EY EETHR, o FAfER T SN

1. Research on personal (health) data which consists in the use of data
directly collected for the purpose of scientific studies (“primary use”).
LHEFT R I REEOTR BB A (ER) THREFFY

(Th@d | ) 2@% o

2. Research on personal (health) data which consists of the further
processing of data initially collected for another purpose (“secondary
use”).

RHBpaa WEDOTH BB (EE) FHREFFY (Tx
B ) Z_iEFEEY o

Example 1: For conducting a clinical trial on individuals suspected to be
infected with COVID-19, health data are collected and questionnaires are
used. This is a case of “primary use” of health data as defined above.
T AHRNR LITE LOBHNEFTRFRER LEHZET
HrR*RFERE o T FETRDEREFTHL Tk | o

Example 2: A data subject has consulted a health care provider as a

patient regarding symptoms of the SARS-CoV-2. If health data recorded

by the health care provider is being used for scientific research purposes

later on, this usage is classified as further processing of health data

(secondary use) that has been collected for another initial purpose.

T2 FE AR ‘Uﬁvﬁf’/\f&ﬂﬂ’”‘ R e B Rk R TR
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The distinction between scientific research based on primary or
secondary usage of health data will become particularly important when
talking about the legal basis for the processing, the information
obligations and the purpose limitation principle pursuant to Article 5 (1)
(b) GDPR as outlined below.

BOFEER TR 2 Rk - F ik &4+ (information obligation )



15.

16.

17.
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4. LEGAL BASIS FOR THE PROCESSING

FH 2 2 iRy

All processing of personal data concerning health must comply with the
principles relating to processing set out in Article 5 GDPR and with one of
the legal grounds and the specific derogations listed respectively in
Article 6 and Article 9 GDPR for the lawful processing of this special
category of personal data.®

BRBT LM RO

Legal bases and applicable derogations for processing health data for the
purpose of scientific research are provided for respectively in Article 6
and Article 9. In the following section, the rules concerning consent and
respective national legislation are addressed. It has to be noted that
there is no ranking between the legal bases stipulated in the GDPR.
FOEfrHOEA WA T ZPEEFAL P ER R T Rk
EVGE 2Bt o AERIIHE L E B E RS E dp B R
Ml R 0 GDPRML T2 & 32 ik fp @ & @ fy £ %] o

4.1 Consent

PR
The consent of the data subject, collected pursuant to Article 6 (1) (a)
and Article 9 (2) (a) GDPR, may provide a legal basis for the processing of
data concerning health in the COVID-19 context.
#GDPR% 6% % 17 % ai{r b 9 521 S a EF 2t T A kR 7

6 See for example, regarding the Directive 95/46/EC ECJ 13.5.2014, C-131/12 (Google Spain),
paragraph 71.

7 R0 B tdn £ 95/46/EC > Fi¥ i FR2014# 57 13 %C-131/12%.% ¢ (Google Spain) 2|4 >
5 71E o
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18.

19.

20.

5 aATF AR FEY B T2 2Bk -

TR

However, it has to be noted that all the conditions for explicit consent,
particularly those found in Article 4 (11), Article 6 (1) (a), Article 7 and
Article 9 (2) (a) GDPR, must be fulfilled. Notably, consent must be freely
given, specific, informed, and unambiguous, and it must be made by way
of a statement or “clear affirmative action”.

R o AR AP EPFERRLZ EMEE > 5 GDPRY 41F ¥ 114K
F6iENLIT Fagr ~ BTEHOER T Far R e B - £ H L
SE N AN BNSTY NE S R SIS SUE S Y

As stated in Recital 43, consent cannot be considered freely given if there
is a clear imbalance between the data subject and the controller. It is
therefore important that a data subject is not pressured and does not
suffer from disadvantages if they decide not to give consent. The EDPB
has already addressed consent in the context of clinical trials.” Further
guidance, particularly on the topic of explicit consent, can be found in

the consent guidelines of the former Article 29-Working-Party.®

b 2 F 43897 0 B R E CERE AR AR HE AR
RERRGE AL T FREREEF A AARRE > ¥ T
FFERLH KX HE °EDPBQ%T@&éﬁ%b’%iﬁi!’ﬁr&’%%r&i“
VPR R0 T w2 b Rl EEE- i Hul M
PrE e .0 e

Example: A survey is conducted as part of a non-interventional study on

7 See Opinion 3/2019 of the EDPB from 23.1.2019 on concerning the Questions and Answers on the
interplay between the Clinical Trials Regulation (CTR) and the General Data Protection regulation
(GDPR), available at https://edpb.europa.eu/our-work-tools/our-documents/avis-art-70/opinion-
32019-concerning-questions-and- answers-interplay_en.

SLEDPB M B *t ik 385 R (CTR) fr— 4L TR iRz p] (GDPR) B3 # 1 ¥ # 2 & 23/2019
(2019+#17 23p %) - 3 % & : https://edpb.europa.eu/our-work-tools/our-documents/avis-art-
70/opinion-32019-concerning-questions-and-answers-interplay en -

8 Guidelines on Consent under Regulation 2016/679 of the former Article 29 Working-Party from
6.7.2018, WP259 rev.01, 17EN, page 18 (endorsed by the EDPB).

W H 290 (7o) T BT % 2016/6795L P (GDPR) ¥ e 2 4551, (201877 6P %)
WP259 rev.01, 17EN » F 18 (EDPB#::%) -
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22.

a given population, researching symptoms and the progress of a disease.

For the processing of such health data, the researchers may seek the

consent of the data subject under the conditions as stipulated in Article 7

GDPR.

;B 1E S 2R A O~ 1 (non-interventional ) 2o — R4 0 B R
WieFRh  FLH-ARZRREER - 5@ P ERETH

g AR RGDPRF7iEHTH 22 & Be kg T ARA ©

In the view of the EDPB, the example above is not considered a case of
“clear imbalance of power” as mentioned in Recital 43 and the data
subject should be able to give the consent to the researchers.’ In the
example, the data subjects are not in a situation of whatsoever
dependency with the researchers that could inappropriately influence
the exercise of their free will and it is also clear that it will have no
adverse consequences if they refuse to give their consent.

v

EDPB:;% % > P B b|®P 72 3% e 3 $43897ik 2 T4 pigga T

2O XFEARTHAIARALEIRL T abY o FEAAEF
AR REREEM G URPFELEpI I A2 > 5 F
AER G FHEG R R A KR A AR 5 .

However, researchers should be aware that if consent is used as the
lawful basis for processing, there must be a possibility for individuals to
withdraw that consent at any time pursuant to Article 7 (3) GDPR. If
consent is withdrawn, all data processing operations that were based on
consent remain lawful in accordance with the GDPR, but the controller
shall stop the processing actions concerned and if there is no other lawful
basis justifying the retention for further processing, the data should be
deleted by the controller.*°

Ra o T AR AR B AITAEY 2 5% kY 0 2GDPRE7
TER3IE o AP B A SR SRR PR o Few B R 18 > RGDPR > gt

® Assuming that the data subject has not been pressured or threatened with disadvantages when not
giving his or her consent.

BREFTAARRE > P I LIFESGRAFEZ A E RSP
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25.

MEY 75 P FRTEEEFFRTEREY DR p kg
S Rk T

4.2 National legislations

B R i
Article 6 (1) e or 6 (1) f GDPR in combination with the enacted
derogations under Article 9 (2) (j) or Article 9 (2) (i) GDPR can provide a
legal basis for the processing of personal (health) data for scientific
research. In the context of clinical trial this has already been clarified by
the Board.!
GDPR% 6i% % 178 H e s %12k > 24 F9ME 5278 % jir e %izn2 b7
RET AT EFAEFT R EY BA (FE) T %P5 o
GTRRGESRATE AR E S

Example: A large population based study conducted on medical charts of
COVID-19 patients.

7 B Uk LN G JF‘,‘ 2R BT ARPRER ( population based )
g oo

—_

\

FlegE &=

As outlined above, the EU as well as the national legislator of each
Member State may enact specific laws pursuant to Article 9 (2) (j) or
Article 9 (2) (i) GDPR to provide a legal basis for the processing of health
data for the purpose of scientific research. Therefore, the conditions and
the extent for such processing vary depending on the enacted laws of the
particular Member State.

E TR BRI Ef IPENEN S S ESReE
FikFlE I E T A HAEFAY
ﬂt’&%@¥1% N N |
B o

mlt

10 See Article17 (1) (b) and (3) GDPR.

LGDPR% 1715 % 178 % bicfc %378 -

11 See Opinion 3/2019 of the EDPB from 23.1.2019, page 7.
REDPB " & 1.3/2019 , (2019#1%23p %) » F7-
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28.

As stipulated in Article 9 (2) (i) GDPR, such laws shall provide “for suitable
and specific measures to safeguard the rights and freedoms of the data
subject, in particular professional secrecy”. As similarly stipulated in
Article 9 (2) (j) GDPR, such enacted laws “shall be proportionate to the
aim pursued, respect the essence of the right to data protection and
provide for suitable and specific measures to safeguard the fundamental
rights and the interests of the data subject”.

GDPR% 915 %27 % izt > M EZEFR T BREFE A EF/ILH
d erig # 2 {é’f/g W M @/{%ﬁ;‘;’ﬂzﬁj o GDPR% 91f % 238 % j35~ 7

BT R ERET FEHAY R pafF il iln s BEEFHM
FEEFIZ AT P RLRBGEARAETIFfIE2 5 E B

).7-& J o

Furthermore, such enacted laws must be interpreted in the light of the
principles pursuant to Article 5 GDPR and in consideration of the
jurisprudence of the ECJ. In particular, derogations and limitations in
relation to the protection of data provided in Article 9 (2) (j) and Article
89 GDPR must apply only in so far as is strictly necessary.!?

phoh o R B E RRF 0 UGDPRESIEZ LI R G kyp 0 T E R
B E e F G LR o %] > GDPR% 9iF % 278 ¥ jIfr ¥ 891k B >
T2 PR A HS R ZFRT 4 Hag 12,

5. DATA PROTECTION PRINCIPLES
TR R R

The principles relating to processing of personal data pursuant to Article
5 GDPR shall be respected by the controller and processor, especially
considering that a great amount of personal data may be processed for
the purpose of scientific research. Considering the context of the present
guidelines, the most important aspects of these principles are addressed

in the following.

12 see for example, regarding the Directive 95/46/EC ECJ 14.2.2019, C—345/17 (Buivids) paragraph 64.
T B Lo B *3':‘:}?1 £ 95/46/EC » ¥ 2 12019# 2% 14 P % C-345/17%.% i (Buivids ) %]+ > %64
e
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FuFRILHEEFT B TR EY BB ATHRE Firy
H {3 4 il ¥ GDPR¥SHEZ B 4 FHEY RAl o ¥ 2
ZHFR o NTRINGERMIEELZ 5w o

5.1 Transparency and information to data subjects
B R ET R

The principle of transparency means that personal data shall be
processed fairly and in a transparent manner in relation to the data
subject. This principle is strongly connected with the information
obligations pursuant to Article 13 or Article 14 GDPR.

SR GG B THLE RS BT gL
> 503 o 3% Jn P'| ¥ GDPR % 1315—{?% 1415 3 2 T2 FAHK BRI
w%°

In general, a data subject must be individually informed of the existence
of the processing operation and that personal (health) data is being
processed for scientific purposes. The information delivered should
contain all the elements stated in Article 13 or Article 14 GDPR.

mS o RBHEETE EATREY TE2 3 0E BA (B
B) FHGIHAED augr o vﬁ;t B2 TR E 2 GDPR¥® 13 1r %
14122 L8 & % o

It has to be noted that researchers often process health data that they
have not obtained directly from the data subject, for instance using data
from patient records or data from patients in other countries. Therefore,
Article 14 GDPR, which covers information obligations where personal
data is not collected directly from the data subject, will be the focus of
this section.

CSEy NI &ﬁ“r 2B AFA AT A R FE A
4B~ f vﬁa& 2 T SR B FRBRELFTH - Flt > GDPRY 14
EARLE 2 2 ﬁi&@}.‘;i&mﬁ: BT M (e iE)&RTE> 2 A& L8
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34.

5.1.1 When must the data subject be informed?
MR ey £ 47

When personal data have not been obtained from the data subject,
Article 14 (3) (a) GDPR stipulates that the controller shall provide the
information “within a reasonable period after obtaining the personal
data, but at the latest within one month, having regard to the specific
circumstances in which the personal data are processed”.

HAr2hd BPp § ¥ A 0 A T 0 GDPRF 141% % 378 % a2

j‘;?—‘ﬁ,ﬁ " ERAFHEY 2 BT B EE R A T
AP FER-BIA o KEAAM TR

In the current context, it has to be particularly noted that according to
Article 14 (4) GDPR, where “the controller intends to further process the
personal data for a purpose other than that for which the personal data
were obtained, the controller shall provide the data subject prior to that

further processing with information on that other purpose”.

AP ERT 0 A BIL R 0 23GDPR% 145:%%34:%&3;’ v HEEA
EaPR Gz BRP 17 BpFE# A FH s B iR T
# g0 @gz CREZHEE P T2 JaR FA ) o

In the case of the further processing of data for scientific purposes and
taking into account the sensitivity of the data processed, an appropriate
safeguard according to Article 89 (1) is to deliver the information to the
data subject within a reasonable period of time before the
implementation of the new research project. This allows the data subject
to become aware of the research project and enables the possibility to
exercise his/her rights beforehand.
ﬁﬁiﬁﬁﬂ’“gngfékﬁf*\fp’:‘i Jj’a"”@”#
ERIE R TG Y LD ,‘:&‘;E#%w? - o hhd
EyHER ﬁ»gi&w%*“<ws%%i&@ughﬁ‘
FRAELG aEw AR AEZ T o
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36.

5.1.2 Exemptions

&) ¢}

However, Article (14) (5) GDPR stipulates four exemptions of the
information obligation. In the current context, the exemption pursuant to
Article (14) (5) (b) (“proves impossible or would involve a
disproportionate effort”) and (c) (“obtaining or disclosure is expressly
laid down by Union or Member State law“) GDPR are of particular
relevance, especially for the information obligation pursuant to Article 14
(4) GDPR.

kM > GDPR% 147% % 538 2. 27 ’?}3%#&?#1—%52-5’7’7% IB B¢k o 3P m
T o £ H FRGDPR¥ 1415 % 4 R T F M KD T 0 BB
@ H 5 GDPRH 14i% %558 S b ([P 57 ¥ i & a2 2 40
Blzed ) ferei ((THEZELMERARZP > RT3
B o) bt

5.1.2.1 Proves impossible

=z gy ¥ %<
ﬁé_ﬁ} ”~ Z Fﬁﬁ

In its Guidelines regarding the principle of Transparency,® the former
Article 29-Working-Party has already pointed out that “the situation
where it “proves impossible” under Article 14 (5) (b) to provide the
information is an all or nothing situation because something is either
impossible or it is not; there are no degrees of impossibility. Thus, if a
data controller seeks to rely on this exemption it must demonstrate the
factors that actually prevent it from providing the information in question
to data subjects. If, after a certain period of time, the factors that caused
the “impossibility” no longer exist and it becomes possible to provide the
information to data subjects then the data controller should immediately
do so. In practice, there will be very few situations in which a data
controller can demonstrate that it is actually impossible to provide the

information to data subjects.”
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5.1.2.2 Disproportionate effort
7 N 2 i

In determining what constitutes disproportionate effort, Recital 62 refers
to the number of data subjects, the age of the data and appropriate
safeguards in place as possible indicative factors. In the Transparency

% it is recommended that the controller

Guidelines mentioned above,
should therefore carry out a balancing exercise to assess the effort
involved to provide the information to data subjects against the impact
and effects on the data subject if they are not provided with the
information.

%;‘#%;%faﬁé»‘% 2 G2 62%&«#&5] J ig'?’
T &S fedk g g % <iﬁﬁ# 27 i ey 7
BEp it dgal M3 E FREFFd iR Rk
210FE N2 FARESZTAS FEASFEL AL 2 ﬁ,fiﬂ%fr

Qﬂ

EL

13 See the Guidelines on transparency under Regulation 2016/679 of the former Article-29 Working-
Party from 11.4.2018, WP260 rev.01, 17/EN, page 29 (endorsed by the EDPB). Available at
https://ec.europa.eu/newsroom/article29/item-detail.cfm?item id=622227.

B %2901 1T J ‘o [ %2016/679%. 0] (GDPR)e i P i 4531 (20184#47 110 %) » WP260
rev.01, 17/EN > 7 29 (EDPB#: 3% ) - # % B : https://ec.europa.eu/newsroom/article29/item-
detail.cfm?item |d-622227 °

14 Guidelines on transparency under Regulation 2016/679 of the former Article-29 Working-Party from
11.4.2018, WP260 rev.01, 17/EN, page 31 (endorsed by the EDPB).

W %2911 7] 2 T % 2016/679%L. 7] (GDPR)&% B f* #;, 31, (2018#4% 11p %) > WP260
rev.01, 17/EN » 7 31 (EDPB#::%) -
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40.

41.

Example: A large number of data subjects where there is no available
contact information could be considered as a disproportionate effort to
provide the information.
A EFFAMERI DAV WMET N FRIABTAM
A LRI T

5.1.2.3 Serious impairment of objectives
#O L LY F

To rely on this exception, data controllers must demonstrate that the
provision of the information set out in Article 14 (1) per se would render
impossible or seriously impair the achievement of the objectives of the
processing.

I PG TR FCAEP R EFAEFIERLL TR
ALBREY FTAL2 P g2 E NN FE LA o

In a case where the exemption of Article (14) (5) (b) GDPR applies, “the
controller shall take appropriate measures to protect the data subject’s
rights and freedoms and legitimate interests, including making the
information publicly available”.

% i * GDPR¥ 141% %558 $ bR 22 w*h » Bl T g FRARPF §
Ko REGFEALEF oA AL SRELFGFER

5.1.2.4 Obtaining or disclosure is expressly laid down by Union or
Member State law
BEZE R RZEP > RE2 PFA I E
Article 14 (5) (c) GDPR allows for a derogation of the information
requirements in Articles 14 (1), (2) and (4) insofar as the obtaining or
disclosure of personal data “is expressly laid down by Union or Member
State law to which the controller is subject”. This exemption is
conditional upon the law in question providing “appropriate measures to
protect the data subject’s legitimate interests”. As stated in the above
mentioned Transparency Guidelines,'® such law must directly address the

data controller and the obtaining or disclosure in question should be
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43.

mandatory upon the data. When relying on this exemption, the EDPB
recalls that the data controller must be able to demonstrate how the law
in question applies to them and requires them to either obtain or
disclose the personal data in question.

*GDPR¥ 1415 $ 57 $cix » W& MBB A TH G T 2HLFF
&2 B A ?ﬁﬁ%éﬂ?%ij’m?ﬁ%%M@$”;¥
2 A F AR T2 HEFTAE o - Blh2 iEit I Aph i i
BT EEFE 7 ,}},’71/_&‘7_3;@;’#7‘@7J o Jran R iF P #h’llsﬂrﬁ’

B

PEZFEFEAERFTH gﬁ’j%@éﬁﬁﬁﬁﬁgﬁﬂﬁo
#F* - bt pF > EDPBE ¥ gﬁiﬁ? JBA TP H R 3% 4P
Mzt PRk RABE S BB A FTAL

5.2 Purpose limitation and presumption of compatibility
AL R T L3

As a general rule, data shall be “collected for specified, explicit and

legitimate purposes and not further processed in a manner that is

incompatible with those purposes” pursuant to Article 5 (1) (b) GDPR.

—@ﬁf"m%Gmm%Sﬁ%me%’*ﬁw CEREFGF AT
Y ;’7# g 75 P 7 ﬁlj’?_j:ﬁm]jﬁﬁ7?"lg_@[gb@“'?fJ o

However the “compatibility presumption” provided by Article 5 (1) (b)
GDPR states that “further processing for [...] scientific research purposes
[...] shall, in accordance with Article 89 (1), not be considered to be
incompatible with the initial purposes”. This topic, due to its horizontal
and complex nature, will be considered in more detail in the planned
EDPB guidelines on the processing of health data for the purpose of
scientific research.

2@ > GDPR#®5IE % 178 % bicz. " Mdn e | e > T #4894
175 » Zoeeeee LT P 77000 ZGBIFEEH o T FRRR G AL P T

15 Guidelines on transparency under Regulation 2016/679 of the former Article-29 Working-Party from
11.4.2018, WP260 rev.01, 17/EN, page 32 (endorsed by the EDPB).

Ao %2951 18] & TR % 2016/679%. %L (GDPR)¥ g B it ifx;} 31, (2018# 4% 11p %) >
WP260 rev.01, 17/EN » 7. 32 (EDPB#::a
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FAF ) o M- KA 0 d AT H KT (horizontal ) foAg st o -
EDPB3- 3|8 # 2 M L LB L P i@ * it i i*m#ﬁ?r"’ » H
LiFRr 22 4F31
Article 89 (1) GDPR stipulates that the processing of data for research
purposes “shall be subject to appropriate safeguards” and that those
“safequards shall ensure that technical and organisational measures are
in place in particular in order to ensure respect for the principle of data
minimisation. Those measures may include pseudonymisation provided
that those purposes can be fulfilled in that manner”.
Gmmiwﬁﬁlﬁ%ﬁgéﬁwiﬁﬁ@ TA > T RF G RHE
ES o ’E;/‘gy- %é‘/?.-f@%# 7 RN e g Bt y%‘;/% % s
B i g‘j TR ) TR o iR HT
5 tr

The requirements of Article 89 (1) GDPR emphasise the importance of
the data minimisation principle and the principle of integrity and
confidentiality as well as the principle of data protection by design and
by default (see below).!® Consequently, considering the sensitive nature
of health data and the risks when re-using health data for the purpose of
scientific research, strong measurements must be taken in order to
ensure an appropriate level of security as required by Article 32 (1) GDPR.
GDPR%89i% % 158 2 & 3 A Tl & | * A ~ T M B2 RA
1R TR 3 (by design) fr3Ek (by default) RR] (LT <)

o Flpt o T ERE TR AEIE AT 0 U E ZPEFF TP R R

BRAzZRb'e  EHE7 4 #*w » FE F BLGDPR % 321% % 178 3L 21
gg TARRE o

16 Also see the Guidelines 4/2019 of the EDPB from 13.11.2019 on Data Protection by Design and by
Default (version for public consultation), available at https://edpb.europa.eu/our-work-tools/public-
consultations-art- 704/2019/guidelines-42019-article-25-data-protection-design_en

¥ 2 o EDPB T B 2% R R 3 ok 2 45 514/2019 ) (2019£117% 13p » 22 ek %) o
Ea % B https://edpb.europa.eu/our-work-tools/public-consultations-art-704/2019/guidelines-
42019-article-25-data-protection-design_en °
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5.3 Data minimisation and storage limitation
TR A 1 o i L

In scientific research, data minimisation can be achieved through the
requirement of specifying the research questions and assessing the type
and amount of data necessary to properly answer these research
guestions. Which data is needed depends on the purpose of the research
even when the research has an explorative nature and should always
comply with the purpose limitation principle pursuant to Article 5 (1) (b)
GDPR. It has to be noted that the data has to be anonymised where it is
possible to perform the scientific research with anonymised data.
FEFT?  FPHEEERRP AL FAPE R R AN 2T
RAESTE 2 TR R 0 FIMTRE L HFR T KB
WEFT P (TTAFERNETL S Ao ) o f . ‘“‘\ﬁjGDPR"Jﬁ
EFRLE S bR TP AU R PRIAL P FET R F LFHR
EEEMEET o MRRTERE L

In addition, proportionate storage periods shall be set. As stipulated by
Article 5 (1) (e) GDPR “personal data may be stored for longer periods
insofar as the personal data will be processed solely for archiving [...]
scientific purposes [...] in accordance with Article 89 (1) subject to
implementation of the appropriate technical and organisational
measures required by this Regulation in order to safequard the rights and
freedoms of the data subject”
Pt BEREET B2 o 1IRGDPRF 5% ¥ 17 S et R T
DB R PP e B B FE R 89 ¥ F TR
BRI R T2 R Foln 5 5 R E 2 T K
B FHLE R
In order to define storage periods (timelines), criteria such as the length
and the purpose of the research should be taken into account. It has to
be noted that national provisions may stipulate rules concerning the

storage period as well.
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LETEGYRF (B o BRYRFTLEFL i) HEEE
B B BT AR R P ST L

5.4 Integrity and confidentiality

2 LS 1Ea
As mentioned above, sensitive data such as health data merit higher
protection as their processing is likelier to lead to negative impacts for
data subjects. This consideration especially applies in the COVID-19
outbreak as the foreseeable re-use of health data for scientific purposes

leads to an increase in the number and type of entities processing such

~ﬂ%%®?ﬁ’5?i¥%R%§1Afn
AR G E P it it B ﬁuaﬁ@@?,

It has to be noted that the principle of integrity and confidentiality must
be read in conjunction with the requirements of Article 32 (1) GDPR and
Article 89 (1) GDPR. The cited provisions must be fully complied with.
Therefore, considering the high risks as outlined above, appropriate
technical and organisational up-to-date measures must be implemented
to ensure a sufficient level of security.
BRI HRERI-B R RAI2ZI2[Z > /% £ GDPR% 32i% % 157
'erDPR§:89ﬁ1~§:1IE o ¥ JB niﬁﬁ PR iEY o Fpt s FF P ik 2
BRL% 0 LAF S E T AR w0 0 U
% 2ARR o

Such measures should at least consist of pseudonymisation,’’ encryption,
non-disclosure agreements and strict access role distribution, restrictions
as well as logs. It has to be noted that national provisions may stipulate
concrete technical requirements or other safeguards such as adherence

to professional secrecy rules.
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PEHE T O R Ao s TR RORER PR e
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Furthermore, a data protection impact assessment pursuant to Article 35
GDPR must be carried out when such processing is “likely to result in a
high risk to the rights and freedoms of natural persons"” pursuant to
Article 35 (1) GDPR. The lists pursuant to Article 35 (4) and (5) GDPR shall
be taken into account.

P b s R Y GDPR$3SIE S IR T » 238 [ P 44 2
i@ FRE %) PIBPHIGDPRY 35 R T e | REH =R o
J&s ¥ 6 GDPR % 350% % 478 fo % 578 R 2 i@ * {314 H -

At this point, the EDPB emphasises the importance of data protection
officers. Where applicable, data protection officers should be consulted
on processing of health data for the purpose of scientific research in the
context of the COVID-19 outbreak.
> EDPBREABF FE L Z L E M o AF (FHERT 0 XTEW AP
EHE - ZFFFY P ER R TR ﬁ%??;@ R
Finally, the adopted measures to protect data (including during transfers)
should be properly documented in the record of processing activities.
Bofd o TR TR EGESR S (CRTHBEY T ORE) o kL

VESHE Y T
6. EXERCISE OF THE RIGHTS OF DATA SUBJECTS

TEAETIZ T

In principle, situations as the current COVID-19 outbreak do not suspend
or restrict the possibility of data subjects to exercise their rights pursuant
to Article 12 to 22 GDPR. However, Article 89 (2) GDPR allows the

71t has to be noted that personal (health data) that has been pseudonymised is still regarded as
“personal data “pursuant to Article 4 (1) GDPR and must not be confused with “anonymised data”
where it is no longer possible for anyone to refer back to individual data subjects. See for example
Recital 28.

Bild o SELCZBAFR (EFHE) M EGDPREAFE 1K TAEZ [ BATFHE, 23R
BIFEFR (P A P RZFRBSBYEEA)RA o TH[20 3 %288
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national legislator to restrict (some) of the data subject’s rights as set in
Chapter 3 of the regulation. Because of this, the restrictions of the rights
of data subjects may vary depending on the enacted laws of the
particular Member State.

B} o Fa T Kﬁlﬁ}"i}kﬁ% g7 ak R § ¥ A RGDPR%
12753 %2215 A ] o 2@ o> GDPR§?891,£§7 IELHFR RS E i” &
IR 2 f;bGDPRiﬁgf_:s; j oot (:%t:) ) - e T A m
2 4] P FIEM e B RTHl R 2w g T oo

Furthermore, some restrictions of the rights of data subjects can be
based directly on the Regulation, such as the access right restriction
pursuant to Article 15 (4) GDPR and the restriction of the right to erasure
pursuant to Article 17 (3) (d) GDPR. The information obligation
exemptions pursuant to Article 14 (5) GDPR have already been addressed
above.

Boeb > T B R AT GDPREFE F 4 43T & rT4] > 4o 2 GDPR ¥
157 % 475 *LH13T * 4 > 12 2 R GDPR¥ 171 ¥ 351 ¥ dAx " LHI1#17% 1
GDPR% 141 $ 518 % 2. T M #H B K02 5 ¢ e 3 1 < 34 o

It has to be noted that, in the light of the jurisprudence of the ECJ, all
restrictions of the rights of data subjects must apply only in so far as it is
strictly necessary.'®
ﬁ?g/——,& » BN E me i}iﬁi;&; ’ ‘ﬁiﬁ% i A %«Ni__ R o
)‘@xs‘\lz: IV 4 #E]P\ 18
7.INTERNATIONAL DATA TRANSFERS FOR SCIENTIFIC RESEARCH
PURPOSES
SHERY D R S RETA R
Within the context of research and specifically in the context of the

COVID-19 pandemic, there will probably be a need for international
cooperation that may also imply international transfers of health data for

18 See for example, regarding the Directive 95/46/EC ECJ 14.2.2019, C—345/17 (Buivids) paragraph 64.
TR B A R2019£2 7 14 P % C-345/17%.% ¢ (Buivids ) B *3:“95/46/EC«‘1;1 £ A K64 o
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the purpose of scientific research outside of the EEA.
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When personal data is transferred to a non-EEA country or international
organisation, in addition to complying with the rules set out in GDPR,*°
especially its Articles 5 (data protection principles), Article 6 (lawfulness)
and Article 9 (special categories of data),?® the data exporter shall also
comply with Chapter V (data transfers).?!

BB A TR @ﬁs?] 3 AT SR B R T E R P ‘f),@%\ < GDPR
2 AR B AR ﬁwaﬁsﬁ(fﬁ%§&M)\%6ﬁ(

O (FABT) ™ FHENFEBE ST % (FHEE) 2
%%21 o

In addition to the regular transparency requirement as mentioned on
page 7 of the present guidelines, a duty rests on the data exporter to
inform data subjects that it intends to transfer personal data to a third
country or international organisation. This includes information about
the existence or absence of an adequacy decision by the European
Commission, or whether the transfer is based on a suitable safeguard
from Article 46 or on a derogation of Article 49 (1). This duty exists
irrespective of whether the personal data was obtained directly from the
data subject or not.
“f ﬂ‘#ﬁ SIHRTE (L AP BHIST w2 2 - B p v &
R ERE ST R R E R S R S I

19 Article 44 GDPR.

GDPR % 441% -

20 See sections 4 to 6 of the present Guidelines.

LREETEL 453 %64 o

21 See the Guidelines 2/018 of the EDPB from 25.5.2018 on derogations of Article 49 under Regulation
2016/679, page 3, on the two-step test, available at https://edpb.europa.eu/our-work-tools/our-
documents/smjernice/guidelines-22018-derogations-article-49-under-regulation_en.

A EDPB 2018# 5% 25p I Bf*> % 2016/679%5 2L % 4915 chiz| ¢} ﬁ‘—ﬂ}ia‘ﬁ 512/2018 (#:x: R~
2/018Ji 5 345 ) 4 > E 3 Z FEERIFE 0 4 B ! https://edpb.europa.eu/our-work-tools/our-
documents/smjernice/guidelines-22018-derogations-article-49-under-regulation_en -
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In general, when considering how to address such conditions for
transfers of personal data to third countries or international
organisations, data exporters should assess the risks to the rights and the
freedoms of data subjects of each transfer?? and favour solutions that
guarantee data subjects the continuous protection of their fundamental
rights and safeguards as regards the processing of their data, even after
it has been transferred. This will be the case for transfers to countries
having an adequate level of protection,? or in case of use of one of the
appropriate safeguards included in Article 46 GDPR,* ensuring that
enforceable rights and effective legal remedies are available for data
subjects.
M £ doim BJdR A FI'} @ﬁg‘l I %2 RHAR%E m%&m,x*,,

o PN F RS X BEHEF R 2R TR
LERFEITAFALFRE TR ARG 0T B EE
FEARRMENE A 2AEH G2 0 F o bl BEP PRE § T
Pk AR R > A3k GDPR% 46E ML T i f & 2 Mk w2 - 0 L
AREEEE AT T kR 7B} 2Rk Ao

In the absence of an adequacy decision pursuant to Article 45 (3) GDPR

22 International Data Transfers may be a risk factor to consider when performing a DPIA as referred to
in page 10 of the present guidelines.

-7 ErEL FL0F (GFer: T AE 25247 )it 2 BFRERE =G RIETH @ﬁi,%l"
EF YRR FE

B The list of countries recognised adequate by the European Commission Link is available at
https://ec.europa.eu/info/law/law-topic/data-protection/international-dimension-data-
protection/adequacy- decisions_en

MR E AL g RERRGTE > 4% R https://ec.europa.eu/info/law/law-
topic/data-protection/international-dimension-data-protection/adequacy-decisions_en -

2 For example standard data protection clauses pursuant to Article 46 (2) (c) or (d) GDPR, ad hoc
contractual clauses pursuant to Article 46 (3) (a) GDPR) or administrative arrangements pursuant to
Article 46 (3) (b) GDPR.

4rGDPR % 461% % 238 % et & % dAA R T2 B FAL 3L 15 45 - GDPR % 461% % 378 % afi R €2 B
%% % (adhoc) & g3 » E\‘GDPR%46P+ 537 b T Ao
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63.

or appropriate safeguards pursuant to Article 46 GDPR, Article 49 GDPR
envisages certain specific situations under which transfers of personal
data can take place as an exception. The derogations enshrined in Article
49 GDPR are thus exemptions from the general rule and, therefore, must
be interpreted restrictively, and on a case-by-case basis.>> Applied to the
current COVID-19 crisis, those addressed in Article 49 (1) (d) (“transfer
necessary for important reasons of public interest”) and (a) (“explicit
consent”) may apply.

% % 4> GDPR ¥ 451% % 3738 4 %_cif M 2n % » X GDPR¥ 46152 % 2
1 a‘.;E:F— % » GDPRF 491532 18 o fFr T 2™ » 6|27 B
AR @B o FlP 0 GDPR¥A9EE AT A2 B A 0 5 - SRR B
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o Pt $49E 5138 Sdi ((TAN S EJE 2 LB R FATE
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The COVID-19 pandemic causes an exceptional sanitary crisis of an
unprecedented nature and scale. In this context, the EDPB considers that
the fight against COVID-19 has been recognised by the EU and most of its
Member States as an important public interest,?® which may require
urgent action in the field of scientific research (for example to identify
treatments and/or develop vaccines), and may also involve transfers to

third countries or international organisations.?’

7 %f—%wgﬁ%ﬁ%:w%im&é%4f¢ e
T%%T ’ EDPB;&:; CHRATE R L AR 2 A S dcé ﬁ B ERGA
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% See Guidelines 2/2018, page 3.

a '—2/2018#;1%1 1 E3e

26 Article 168 of the Treaty on the Functioning of the European Union recognises a high level of human
health protection as an important objective that should be ensured in the implementation of all Union
policies and activities. On this basis, Union action supports national policies to improve public health,
including in combatting against major health scourges and serious cross-border threats to health, e.g.
by promoting research into their causes, transmission and prevention. Similarly, Recitals 46 and 112 of
the GDPR refer to processing carried out in the context of the fight against epidemics as an example of
processing serving important grounds of public interest. In the context of the COVID-19 pandemic, the
EU has adopted a series of measures in a broad range of areas (e.g. funding of healthcare systems,
support to cross-border patients and deployment of medical staff, financial assistance to the most
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Not only public authorities, but also private entities playing a role in
pursuing such public interest (for example, a university’s research
institute cooperating on the development of a vaccine in the context of
an international partnership) could, under the current pandemic context,
rely upon the derogation mentioned above.

FPERNHRE o H o g R R EQIE 2P AR (A
SREPTETRFRET A EFATIHE) o IR R R 2 B0 o

f

In addition, in certain situations, in particular where transfers are
performed by private entities for the purpose of medical research aiming
at fighting the COVID-19 pandemic,?® such transfers of personal data
could alternatively take place on the basis of the explicit consent of the
data subjects.?

B R AT B BT LR N F ]
Pehod 4 FREE(T Pt SE R A T BT Ay E
L2 PR R R RIET e

Public authorities and private entities may, under the current pandemic

deprived, transport, medical devices etc.) premised on the understanding that the EU is facing a major
public health emergency requiring an urgent response.

AR B OREREGHP EFFEYRIE8ERT2ZEL P AT S HY EARRE SRR
PRAERRGEE- PR Fl o P RRAFRE L FL L RRICR s R HIRE AR R
TRREBEL R E Pk e AT s BEfop B 2 2] o k¥ 0 GDPRE
T ORA6EIo R 1128 2 o HURFRZ M ET > L5 E R 2 X JIERIEA EY 27 b 0 AT
BABPEDRE > AN HEP IR 2 WA B 228w R WP A JARER
MBS - il (AoF e B B AEBREBLTIERA AR RS R EAR
BEANE R  E  FORKA ) o

27 The EDPB underlines that the GDPR, in its Recital 112, refers to the international data exchange
between services competent for public health purposes as an example of the application of this
derogation.

EDPB% 3% » GDPR#% % % 1128L Ui #8 o & 2 JRAFF AR B T L 5 6 3P 7 ph - b oh 2
28 In accordance with Article 49 (3) GDPR, consent cannot be used for activities carried out by public
authorities in the exercise of their public powers.

=GDPR% 491% %378 » b (76 H D4 pF > 2 WU R 5 Rdp o

2% See EDPB Guidelines 2/2018, section 2.1.

SLEDPB r2/2018:}?1 3l ®21&
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context, when it is not possible to rely on an adequacy decision pursuant
to Article 45 (3) or on appropriate safeguards pursuant to Article 46, rely
upon the applicable derogations mentioned above, mainly as a temporary
measure due to the urgency of the medical situation globally.

Foa R R ;g;a /% 1% R GDPR % 451% % 378 g g M
2 GDPR % 46 1% 1&:&;—&}_‘&?{#*’ s IR e A FHER
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Indeed, if the nature of the COVID-19 crisis may justify the use of the
applicable derogations for initial transfers carried out for the purpose of
research in this context, repetitive transfers of data to third countries
part of a long lasting research project in this regard would need to be
framed with appropriate safeguards in accordance with Article 46
GDPR.3°
FF O FAEFR L AP ERLE T FHAG > SR P e
L PlIFREFFEFAY a4 - e
BT AL 7 5 0 L 4R P~GDPR ¥ 4618 . Tiif §
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Finally, it has to be noted that any such transfers will need to take into
consideration on a case-by-case basis the respective roles (controller,
processor, joint controller) and related obligations of the actors involved
(sponsor, investigator) in order to identify the appropriate measures for
framing the transfer.

Bfd o BLR o - BT EERRBREY TR (B
Er o HERFES) LA R RS (PR
AR 2ApM ET > R TEHE BE R Y

30 See EDPB Guidelines 2/2018, page 5.
SLEDPB r2/2018#?1 5l » F5e
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8. SUMMARY
69. The key findings of these guidelines are:
REFEARSETE S TOE

1. The GDPR provides special rules for the processing of health data for
the purpose of scientific research that are also applicable in the
context of the COVID-19 pandemic
SAEAL R B B TR > GDPREF FAAME o L ERF
R RE T T S L r'-:]‘B;P;/E', 0

2. The national legislator of each Member State may enact specific
laws pursuant to Article (9) (2) (i) and (j) GDPR to enable the
processing of health data for scientific research purposes. The
processing of health data for the purpose of scientific research must
also be covered by one of the legal bases in Article 6 (1) GDPR.
Therefore, the conditions and the extent for such processing varies
depending on the enacted laws of the particular member state.

L eR ﬂr’v’ﬂﬂ%‘»\i;‘* 7 & y5 GDPR % 9% % 278 % izx v % jA 4] =
LREE R ‘F,«,\yfi%‘?xz‘ﬁ Peri@* gl o ZHREFET P D
EHGEREFTHM > L 5 GDPRY6IEF IR T2 F EiRIp2 -
Flgh o pfAE 2 iR REWE B RTHI R EA A
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3. All enacted laws based on Article (9) (2) (i) and (j) GDPR must be
interpreted in the light of the principles pursuant to Article 5 GDPR
and in consideration of the jurisprudence of the ECJ. In particular,
derogations and limitations in relation to the protection of data
provided in Article 9 (2) (j) and Article 89 (2) GDPR must apply only in
so far as is strictly necessary.
= GDPR% 9ff % 278 % idxfrajirdl 2L 22 2 PR R &
GDPR%5if2 &3 RA| » & 4 @M ZE P i L j% o >
GDPR % 9% % 238 % 4o % 891% % 257 B »> 1 7 R 2 6] b 22 913
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. Considering the processing risks in the context of the COVID-19
outbreak, high emphasise must be put on compliance with Article 5
(1) (f), Article 32 (1) and Article 89 (1) GDPR. There must be an
assessment if a DPIA pursuant to Article 35 GDPR has to be carried
out.

Fracvn LR R TR E ?7&“é§’/§¥'€ﬁ3"f’%i§?GDPR
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. Storage periods (timelines) shall be set and must be proportionate. In
order to define such storage periods, criteria such as the length and
the purpose of the research should be taken into account. National
provisions may stipulate rules concerning the storage period as well
and must therefore be considered.

R TET W2 REFHRF () « SmITHEFIEF > BT R
FEL2pElRERfep 3 RF - RREETF e g
AT o P ERTES UL o

. In principle, situations as the current COVID-19 outbreak do not
suspend or restrict the possibility of data subjects to exercise their
rights pursuant to Article 12 to 22 GDPR. However, Article 89 (2)
GDPR allows the national legislator to restrict (some) of the data
subject’s rights as set in Chapter 3 of the GDPR. Because of this, the
restrictions of the rights of data subjects may vary depending on the
enacted laws of the particular Member State.

BB - F 5 AT LR SRR g0 A UH A2
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7. With respect to international transfers, in the absence of an
adequacy decision pursuant to Article 45 (3) GDPR or appropriate
safeguards pursuant to Article 46 GDPR, public authorities and
private entities may rely upon the applicable derogations pursuant to
Article 49 GDPR. However, the derogations of Article 49 GDPR do
have exceptional character only.

R'% @ f 2 6 0 F T 4XGDPR¥ 450 ¥ 331 R 2 hif LR &
GDPR% 4615 T2 if % % 2 M3k % » 2 fof L FHE
2 * GDPR % 49i% 2_ ] ¢ 1% 2t o fe o GDPR % 49i% 2_ ] ¢k 1% 2 % {7

’,},J?}iﬁ’if o

For the European Data Protection Board
The Chair
(Andrea Jelinek)
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(Andrea Jelinek)
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The European Data Protection Board

Having regard to Article 70(1)e of Regulation 2016/679/EU of the
European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive
95/46/EC,

HAS ADOPTED THE FOLLOWING GUIDELINES

BEBATHRELE ¢
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1 PART 1-INTRODUCTION
130 — R

1.1 Background
* 7

Pursuant to Article 8 of the Charter of Fundamental Rights of the
European Union, personal data must be processed fairly for specified
purposes and on the basis of a legitimate basis laid down by law. In this
regard, Article 6(1) of the General Data Protection Regulation® (GDPR)
specifies that processing shall be lawful only on the basis of one of six
specified conditions set out in Article 6(1)(a) to (f). Identifying the
appropriate legal basis that corresponds to the objective and essence of
the processing is of essential importance. Controllers must, inter alia,

THERL I ARBFZRBFT 2@ * A L A B (collection) ~ 2 (processing) ~ 1 * (use)E 2 Fr i7 5
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take into account the impact on data subjects’ rights when identifying
the appropriate lawful basis in order to respect the principle of fairness.
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Article 6(1)(b) GDPR provides a lawful basis for the processing of
personal data to the extent that “processing is necessary for the
performance of a contract to which the data subject is party or in order to
take steps at the request of the data subject prior to entering into a
contract”.? This supports the freedom to conduct a business, which is
guaranteed by Article 16 of the Charter, and reflects the fact that
sometimes the contractual obligations towards the data subject cannot
be performed without the data subject providing certain personal data. If
the specific processing is part and parcel of delivery of the requested
service, it is in the interests of both parties to process that data, as
otherwise the service could not be provided and the contract could not
be performed. However, the ability to rely on this or one of the other
legal bases mentioned in Article 6(1) does not exempt the controller from
compliance with the other requirements of the GDPR.

GDPR¥ 6/% % 170 S b7 7 - BB A FHE* 2 L2 gy > T &
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1 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free movement
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation).

RO G SRR LR 602016547 270 LB (MY B TR AL L B
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2 See also recital 44.
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Articles 56 and 57 of the Treaty on the Functioning of the European
Union define and regulate the freedom to provide services within the
European Union. Specific EU legislative measures have been adopted in
respect of ‘information society services’.? These services are defined as
“any service normally provided for remuneration, at a distance, by
electronic means and at the individual request of a recipient of services.”
This definition extends to services that are not paid for directly by the
persons who receive them,* such as online services funded through
advertising. ‘Online services’ as used in these guidelines refers to
‘information society services’
TROHMEREITIEY ) $56IEfe R 57iF AR I RS FE B P KR
Pzop d o ¥ r?f%#ig PRF% | (information society services) -
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The development of EU law reflects the central importance of online
services in modern society. The proliferation of always-on mobile
internet and the widespread availability of connected devices have
enabled the development of online services in fields such as social media,
e-commerce, internet search, communication, and travel. While some of
these services are funded by user payments, others are provided without
monetary payment by the consumer, instead financed by the sale of
online advertising services allowing for targeting of data subjects.
Tracking of user behaviour for the purposes of such advertising is often
carried out in ways the user is often not aware of,”> and it may not be

3 See for example Directive (EU) 2015/1535 of the European Parliament and of the Council, and Article
8 GDPR.

TR AN RESHEEE § ifx;} £ (EU) 2015/1535 » 1/ % GDPR % 8% o

4 See Recital 18 of Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000
on certain legal aspects of information society services, in particular electronic commerce, in the
Internal Market.
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immediately obvious from the nature of the service provided, which
makes it almost impossible in practice for the data subject to exercise an
informed choice over the use of their data.
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Against this background, the European Data Protection Board® (EDPB)
considers it appropriate to provide guidance on the applicability of
Article 6(1)(b) to processing of personal data in the context of online
services, in order to ensure that this lawful basis is only relied upon
where appropriate.
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The Article 29 Working Party (WP29) has previously expressed views on
the contractual necessity basis under Directive 95/46/EC in its opinion on
the notion of legitimate interests of the data controller.” Generally, that
guidance remains relevant to Article 6(1)(b) and the GDPR.
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5 In this regard, controllers need to fulfil the transparency obligations set out in the GDPR.
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6 Established under Artlcle 68 GDPR.

% GDPR% 68153k =

7 Article 29 Working Party Opinion 06/2014 on the notion of legitimate interests of the data controller

under Article 7 of Directive 95/46/EC (WP217). See in particular pages 11, 16 17 18 and 55.
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10.

1.2 Scope of these guidelines

N

These guidelines are concerned with the applicability of Article 6(1)(b) to
processing of personal data in the context of contracts for online services,
irrespective of how the services are financed. The guidelines will outline
the elements of lawful processing under Article 6(1)(b) GDPR and
consider the concept of ‘necessity’ as it applies to ‘necessary for the
performance of a contract’.
7&;}%, ST M AT %605 % 198 FbATH AT AR JRIFE {9 B A FTLE
B2 @ BRI EIRIRC R EP T o Mg sl R %friGDPR
%36ﬁ%§311€§3b,%}:1 L2EY R, I HH T L ARk |
TR 2 g &

Data protection rules govern important aspects of how online services
interact with their users, however, other rules apply as well. Regulation
of online services involves cross-functional responsibilities in the fields of,
inter alia, consumer protection law, and competition law. Considerations
regarding these fields of law are beyond the scope of these guidelines.
FAGERANRFR RFE R LT 62 €L T > Xa > A i
BB R o MR PHE B (BHL) 2B
POl K R R AR PR TR A A

2_ 4 [f] °

Although Article 6(1)(b) can only apply in a contractual context, these
guidelines do not express a view on the validity of contracts for online
services generally, as this is outside the competence of the EDPB.
Nonetheless, contracts and contractual terms must comply with the
requirements of contract laws and, as the case may be for consumer
contracts, consumer protection laws in order for processing based on
those terms to be considered fair and lawful.

BEIRH60F % 100 S bar Wi * 2R Xy o Ap 3l E A AL FRAEE N2
S e R E R B i’g*EDPBHﬂ@E%%[ﬁ] o FRm v 2 Y
EROEKAREE R N ERNRASEF T E AR B
PH R A2 E Y T AR S ?1_“ él;i o
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Some general observations on data protection principles are included
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below, but not all data protection issues that may arise when processing
under Article 6(1)(b) will be elaborated on. Controllers must always
ensure that they comply with the data protection principles set out in
Article 5 and all other requirements of the GDPR and, where applicable,
the ePrivacy Iegislation

TAHARNEE J[p F3E R P - 4 Eﬂbh’m%gﬁx;a@niﬁ%l;ﬁa@b
#@??%“%ﬁa—”ﬁﬁH%éﬁiﬁﬁﬁ%@‘m°£ﬁ?yvﬁf
lfrw\ﬁ T HESER T AT A FERA] ~ GDPRAHE 8 & fL0 MR LA ¥ pE

g TIEPRP

2 PART 2 - ANALYSIS OF ARTICLE 6(1)(B)
F 23N — 1 61E %138 F bz A7

2.1 General observations
- L3 B

The lawful basis for processing on the basis of Article 6(1)(b) needs to be
considered in the context of the GDPR as a whole, the objectives set out
in Article 1, and alongside controllers’ duty to process personal data in
compliance with the data protection principles pursuant to Article 5. This
includes processing personal data in a fair and transparent manner and
in line with the purpose limitation and data minimisation obligations.

TR GIER LI S b s £ kyp E 0 25 EGDPRER - 1R
2 PR MERE A %35?"‘%%*?1‘&?%@%}%' RIIE* B & T2
Aib o e RENAT LRI EM2 S NEY BAFH BB LR
U F AR AT

Article 5(1)(a) GDPR provides that personal data must be processed
lawfully, fairly and transparently in relation to the data subject. The
principle of fairness includes, inter alia, recognising the reasonable
expectations® of the data subjects, considering possible adverse
consequences processing may have on them, and having regard to the
relationship and potential effects of imbalance between them and the
controller.

Ay

i
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THFEFAUEP2Z I NE2 o 0T L@ pRl X H e JE3uF E A



13.

2 LB EE, Y EFFRIT NG SN JIBE FhEE Ly

;ﬁfg&irﬁg.’% R AR 2B

As mentioned, as a matter of lawfulness, contracts for online services
must be valid under the applicable contract law. An example of a
relevant factor is whether the data subject is a child. In such a case (and
aside from complying with the requirements of the GDPR, including the
‘specific protections’ which apply to children),® the controller must
ensure that it complies with the relevant national laws on the capacity of
children to enter into contracts. Furthermore, to ensure compliance with
the fairness and lawfulness principles, the controller needs to satisfy
other legal requirements. For example, for consumer contracts, Directive
93/13/EEC on unfair terms in consumer contracts (the “Unfair Contract
Terms Directive”) may be applicable.!® Article 6(1)(b) is not limited to
contracts governed by the law of an EEA member state.!
%ﬁwﬂfvbéﬁﬁﬁ’éﬂPﬁﬁﬁﬁﬁﬁﬂE?i%ﬁéﬁ
10 B _'ﬂ'%i— B bl e § ¥ AT ZQE o g (&gﬁze
foo e rorai 2 TENEE ) & Rk pr) 0 g
R DA i R T R s R
Eb/é‘ki}ﬁlﬂ'l’f;%'ﬁ/;/%iﬁwif QT\"U'J'&‘—'"i]L% }JQFI!’
Hodm gt My —‘ﬁf I SRS u%#\'@g#ﬂ 93/13/EEC
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8Some personal data are expected to be private or only processed in certain ways, and data
processing should not be surprising to the data subject. In the GDPR, the concept of ‘reasonable
expectations’ is specifically referenced in recitals 47 and 50 in relation to Article 6(1)(f) and (4).

Rl A CF AR ni?mﬂf‘?r'r*?*l?w MEFEINEY > FHE A RRFEFARLIILN o

GDPR® » &y | 2 A &% 3 $472{r 55027 AR ZE > oA BLiIRH > 5605 % 198
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% See Recital 38, which refers to children meriting specific protection with regard to their personal
data as they may be less aware of the risks, consequences and safeguards concerned and their rights
in relation to the processing of personal data.

LA %388 AEET] QL2 BAFTHRFEEUEL TS DT T ACHB A FTRE AT
2B R R 2AEH 6 ARl

10 A contractual term that has not been individually negotiated is unfair under the Unfair Contract Terms
Directive “if, contrary to the requirement of good faith, it causes a significant imbalance in the parties'
rights and obligations arising under the contract, to the detriment of the consumer”. Like the
transparency obligation in the GDPR, the Unfair Contract Terms Directive mandates the use of plain,
intelligible language. Processing of personal data that is based on what is deemed to be an unfair term
under the Unfair Contract Terms Directive, will generally not be consistent with the requirement under
Article 5(1)(a) GDPR that processing is lawful and fair.

AR NTRGES L > FALRUEF AR NESE TEF LR R AR Fhm g
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Article 5(1)(b) of the GDPR provides for the purpose limitation principle,
which requires that personal data must be collected for specified, explicit,
and legitimate purposes and not further processed in a manner that is
incompatible with those purposes.
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Article 5(1)(c) provides for data minimisation as a principle, i.e.
processing as little data as possible in order to achieve the purpose. This

assessment complements the necessity assessments pursuant to Article
6(1)(b) to (f).

GDPR% 5% % 198 #cir e RELFHE ) LR > 7> Z7 R F* &
CEATHEMESP o FE A TR A LT F60E %1 ¥ biAx

I Ffia & Mg o

Both purpose limitation and data minimisation principles are particularly
relevant in contracts for online services, which typically are not
negotiated on an individual basis. Technological advancements make it
possible for controllers to easily collect and process more personal data
than ever before. As a result, there is an acute risk that data controllers
may seek to include general processing terms in contracts in order to
maximise the possible collection and uses of data, without adequately
specifying those purposes or considering data minimisation obligations.
WP29 has previously stated:

Pl fe Tl ) CRRIFER I RBE L BAH > B2 Y
A RGBUBER - HFEH R T s il RS
@?*i@Aﬁﬁoﬂ&’.&wfﬁﬁmﬁ:ﬁﬁﬁﬁﬁéﬁa
R e =2 ﬁ%’u%?ﬁ%%?ﬁiﬁ&ﬁ@wﬁﬁ
M s BRI Ep e R ERSC) A& $291F1 150

N

EBEEFHE DR FEI L RBEFEAGT AL c #GDPRY (REP L BT 0 R 2
TEGESR LR AR TR AL ET o FRAFHLEY B0 2T B GiER L PR T
ESy SARISNE & v -, Ili-‘ffiz s PJHFE® — AL A 3 SGDPR®S5IE S 138 Haci@* L&z r o T L@ &
1 The GDPR applies to certain controllers outside the EEA; see Article 3 GDPR.
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The purpose of the collection must be clearly and specifically identified: it
must be detailed enough to determine what kind of processing is and is not
included within the specified purpose, and to allow that compliance with
the law can be assessed and data protection safeguards applied. For
these reasons, a purpose that is vague or general, such as for instance
'improving users' experience', 'marketing purposes’, 'IT-security purposes’
or 'future research' will - without more detail - usually not meet the
criteria of being ‘specific’. *?
S F P REE R AP T G E K FEGE e gL
¥R AGHER mﬁé/ﬁ/ﬂ S P HEIE Y R x_f"/%]—i o TR
CEL Ny FOLRE Syl S £ AN =
PR i f e 4o TR ifé’ﬁ‘?_/ . ﬁ‘ﬁ”ﬁ 77,
f;ﬁ#ﬁ%ﬁzﬂ‘fxzﬂzﬁny:i’ﬁizf‘Qﬁaﬁjﬂ
_ZFIZ °

2.2 Interaction of Article 6(1)(b) with other lawful bases for
processing
QLS FERTE LR AR SN L

Where processing is not considered ‘necessary for the performance of a
contract’, i.e. when a requested service can be provided without the
specific processing taking place, the EDPB recognises that another lawful
basis may be applicable, provided the relevant conditions are met. In
particular, in some circumstances it may be more appropriate to rely on
freely given consent under Article 6(1)(a). In other instances, Article 6(1)(f)
may provide a more appropriate lawful basis for processing. The legal
basis must be identified at the outset of processing, and information
given to data subjects in line with Articles 13 and 14 must specify the
legal basis.
%§“1ﬁ$r%ﬁ%ﬁ%%iJ’ﬁ%’%%ﬂﬁi%ﬁﬁ%%
T WE e > EDPBL G 0 Bk XAPM IE B iR T o F oA g *
Hu &iikyp o Rl > FEFRT >V { ¥ * %615 %15 ¥a

12 Article 29 Working Party Opinion 03/2013 on purpose limitation (WP203), page 15-16.
%2911 (%) & TR P a3 2. 3 203/2013 ;, (WP203) - F 15-16 -
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It is possible that another lawful basis than Article 6(1)(b) may better
match the objective and context of the processing operation in question.
The identification of the appropriate lawful basis is tied to principles of
fairness and purpose limitation.*?

FOIEF LI Sbi i thnd 8 L2 Rgp v oA L B A ATHEY 2 p h
B e BB £Ep e BT A BpRE B G RAEME o

The WP29 guidelines on consent also clarify that where “a controller
seeks to process personal data that are in fact necessary for the
performance of a contract, then consent is not the appropriate lawful
basis”. Conversely, the EDPB considers that where processing is not in
fact necessary for the performance of a contract, such processing can
take place only if it relies on another appropriate legal basis.*
%3291’1%.1f’t‘dn.‘ﬂﬁ*??ﬁ%i#ﬁ%lﬁﬁiﬁ—’ "oy B K f ;a LE*E
Jﬁé%ﬁ%ﬁ%@ﬁﬁ%A*ﬂ’mkiwﬁi @g%%J
F 2 >EDPBiR: » pE* R R L2 AFH NS L > BIEG
* H R 22 R S EF e RER

i)

—

In line with their transparency obligations, controllers should make sure
to avoid any confusion as to what the applicable legal basis is. This is
particularly relevant where the appropriate legal basis is Article 6(1)(b)
and a contract regarding online services is entered into by data subjects.
Depending on the circumstances, data subjects may erroneously get the
impression that they are giving their consent in line with Article 6(1)(a)
when signing a contract or accepting terms of service. At the same time,
a controller might erroneously assume that the signature of a contract

13 When controllers set out to identify the appropriate legal basis in line with the fairness principle,
this will be difficult to achieve if they have not first clearly identified the purposes of processing, or if
processing personal data goes beyond what is necessary for the specified purposes.

P E R AT BRI R FH AT AP REY L AFBAFHLE
* fia”"%% A= EER IR %Iﬂ P REREER E AT SR .

14 For more information on implications in relation to Article 9, see Article 29 Working Party
Guidelines on consent under Regulation 2016/679 (WP259), endorsed by the EDPB, pages 19-20.

B ROiE M BTl F T > L %2961 17/ = T 43t %2016/6795 .1 (GDPR) ¢ i
T‘gli#ﬁ 31, (WP259) - EDPB#:3% » F 19-20 -
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corresponds to a consent in the sense of article 6(1)(a). These are
entirely different concepts. It is important to distinguish between
accepting terms of service to conclude a contract and giving consent
within the meaning of Article 6(1)(a), as these concepts have different
requirements and legal consequences.

f—iﬁj—,— ERLINLIE > «]H’?ﬂxﬁ'rl&ﬁﬁuwm’”‘ri%’/iL‘l——'Z:#g:
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In relation to the processing of special categories of personal data, in the
guidelines on consent, WP29 has also observed that:
MATEr BREBT 0 $29F1 Tl B Rapal Y P

Article 9(2) does not recognize ‘necessary for the performance of a
contract’ as an exception to the general prohibition to process special
categories of data. Therefore controllers and Member States that deal
with this situation should explore the specific exceptions in Article 9(2)
subparagraphs (b) to (j). Should none of the exceptions (b) to (j) apply,
obtaining explicit consent in accordance with the conditions for valid
consent in the GDPR remains the only possible lawful exception to
process such data.?

FOIFF2FAM TS i grrd B ) F 5 BLFr BB T2 0
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2.3 Scope of Article 6(1)(b)

% 60% fﬂvlﬁ%b%‘fiéﬁﬁﬁ

15 Article 29 Working Party Guidelines on consent under Regulation 2016/679 (WP259), endorsed by
the EDPB, page 19.
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24,

Article 6(1)(b) applies where either of two conditions are met: the
processing in question must be objectively necessary for the
performance of a contract with a data subject, or the processing must be
objectively necessary in order to take pre-contractual steps at the
request of a data subject.

/% i&r" 2 'Lﬁ; SRS B? ’ i[i’i* %36"%M1iﬁ%bﬁ*i” : @'** 'L’»‘ﬁﬁfﬁ‘%’fﬁ
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2.4 Necessity
& B

Necessity of processing is a prerequisite for both parts of Article 6(1)(b).
At the outset, it is important to note that the concept of what is
‘necessary for the performance of a contract’ is not simply an assessment
of what is permitted by or written into the terms of a contract. The
concept of necessity has an independent meaning in European Union law,
which must reflect the objectives of data protection law.!® Therefore, it
also involves consideration of the fundamental right to privacy and
protection of personal data,!” as well as the requirements of data
protection principles including, notably, the fairness principle.
@’* 2 S EPHE6ETIE RbiA BINAERFZLRIEE o5 A
 TREREZ R E | 2 AT AR QiEH b
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The starting point is to identify the purpose for the processing, and in the

16 The CJEU stated in Huber that “what is at issue is a concept [necessity] which has its own
independent meaning in Community law and which must be interpreted in a manner which fully
reflects the objective of that Directive, [Directive 95/46], as laid down in Article 1(1) thereof”. CJEU,
Case C-524/06, Heinz Huber v Bundesrepublik Deutschland, 18 December 2008, para 52.

Huber‘ PR R (CIEU) 325 0 TAR2ZRAEE - BimA (REBH) AEFHEEY
Az & T HRBBEALLFRY a‘ﬂﬂ (;}}E,495/46) %’311’1’5‘»)’3119 g2 poen ﬁ,}f‘,_” -
S C—524/06’%i5.*s iz (Heinz Huber v Bundesrepublik Deutschland) )i > 2008 & 12" 16 p (¥:i:
R 18P Ji G i) 0 F52E o

17 See Articles 7 and 8 of the Charter of Fundamental Rights of the European Union
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context of a contractual relationship, there may be a variety of purposes
for processing. Those purposes must be clearly specified and
communicated to the data subject, in line with the controller’s purpose
limitation and transparency obligations.

BAREBEY 2P e TG G ;’?5‘23&%’”5@ 2
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Assessing what is ‘necessary’ involves a combined, fact-based
assessment of the processing “for the objective pursued and of whether
it is less intrusive compared to other options for achieving the same
goal”.®® If there are realistic, less intrusive alternatives, the processing is
not ‘necessary’.’® Article 6(1)(b) will not cover processing which is useful
but not objectively necessary for performing the contractual service or
for taking relevant pre-contractual steps at the request of the data
subject, even if it is necessary for the controller’s other business
purposes.

EhEre i TRE | > EANTRHFETR > TR T332 2
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18 See EDPS Toolkit: Assessing the Necessity of Measures that limit the fundamental right to the
protection of personal data, page 5.

LFp B4 FTAEESTHEL (EDPS) 1 2 (Toolkit) @ T 4 FfL fﬁféﬁ%j‘ﬁ‘f’l‘qﬁﬁﬁ KES
& B BIEE 0 ESe

%1n Schecke, the CJEU held that, when examining the necessity of processing personal data, the
legislature needed to take into account alternative, less intrusive measures. CJEU, Joined Cases
C-92/09 and C-93/09, Volker und Markus Schecke GbR and Hartmut Eifert v Land Hessen, 9.
November 2010. This was repeated by the CJEU in the Rigas case where it held that “As regards the
condition relating to the necessity of processing personal data, it should be borne in mind that
derogations and limitations in relation to the protection of personal data must apply only in so far as is
strictly necessary”. CJEU, Case C-13/16, Valsts policijas Rigas rediona parvaldes Kartibas policijas
parvalde v Rigas pasvaldibas SIA ‘Rigas satiksme’, para. 30. A strict necessary test is required for any
limitations on the exercise of the rights to privacy and to personal data protection with regard to the
processing of personal data, see EDPS Toolkit: Assessing the Necessity of Measures that limit the
fundamental right to the protection of personal data, page 7.

Schecke% ¢ » F P i rz.;aé CHRARBE A FAE R 2 L R, 22T YRR Mol
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93/09%.% ¢ (Hartmut Eifert v Land Hessen) |74+ 2010#11"% 9p - Rigas% ¥ » wREZIAE =
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2.5 Necessary for performance of a contract with the data subject
SHEEERARE e &

A controller can rely on the first option of Article 6(1)(b) to process
personal data when it can, in line with its accountability obligations
under Article 5(2), establish both that the processing takes place in the
context of a valid contract with the data subject and that processing is
necessary in order that the particular contract with the data subject can
be performed. Where controllers cannot demonstrate that (a) a contract
exists, (b) the contract is valid pursuant to applicable national contract
laws, and (c) that the processing is objectively necessary for the
performance of the contract, the controller should consider another legal
basis for processing.
-Ei”’? A it 59 x__gfr % 5% %ngﬁﬁxpﬁtg 14 3
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Merely referencing or mentioning data processing in a contract is not
enough to bring the processing in question within the scope of Article
6(1)(b). On the other hand, processing may be objectively necessary even
if not specifically mentioned in the contract. In any case, the controller
must meet its transparency obligations. Where a controller seeks to
establish that the processing is based on the performance of a contract
with the data subject, it is important to assess what is objectively
necessary to perform the contract. ‘Necessary for performance’ clearly
requires something more than a contractual clause. This is also clear in
light of Article 7(4). Albeit this provision only regards validity of consent,
it illustratively makes a distinction between processing activities

TR A FREEA BB LSRR T
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necessary for the performance of a contract, and clauses making the
service conditional on certain processing activities that are not in fact
necessary for the performance of the contract.

WaZgd H2 ARINFTHEY L7 LRI § ~ 561551
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In this regard, the EDPB endorses the guidance previously adopted by
WP29 on the equivalent provision under the previous Directive that
‘necessary for the performance of a contract with the data subject’:

Bt 3 ;o EDBPHRIL % 291% 1 1% /) St o id i enfd >t A r:};] £
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. must be interpreted strictly and does not cover situations where the
processing is not genuinely necessary for the performance of a contract,
but rather unilaterally imposed on the data subject by the controller. Also
the fact that some processing is covered by a contract does not
automatically mean that the processing is necessary for its performance.
[...] Even if these processing activities are specifically mentioned in the
small print of the contract, this fact alone does not make them ‘necessary’
for the performance of the contract.?®
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20 Article 29 Working Party Opinion 06/2014 on the notion of legitimate interests of the data controller

under Article 7 of Directive 95/46/EC (WP217), page 16-17.
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The EDPB also recalls the same WP29 guidance stating:
EDPB™ £ ¥ %29i%1 iF ] Wi - Jp 2 4o L2 :

There is a clear connection here between the assessment of necessity and
compliance with the purpose limitation principle. It is important to
determine the exact rationale of the contract, i.e. its substance and
fundamental objective, as it is against this that it will be tested whether
the data processing is necessary for its performcmce.21
O T RN EL VSN TR s E RN S
5 (exact rat/onale) REER A ﬁﬁ**’f”‘ﬂ 7‘% LIFgE iﬁ
RFHLE* LTy [7F s B2 R o

When assessing whether Article 6(1)(b) is an appropriate legal basis for
processing in the context of an online contractual service, regard should
be given to the particular aim, purpose, or objective of the service. For
applicability of Article 6(1)(b), it is required that the processing is
objectively necessary for a purpose that is integral to the delivery of that
contractual service to the data subject. Not excluded is processing of
payment details for the purpose of charging for the service. The
controller should be able to demonstrate how the main subject-matter of
the specific contract with the data subject cannot, as a matter of fact, be
performed if the specific processing of the personal data in question
does not occur. The important issue here is the nexus between the
personal data and processing operations concerned, and the
performance or non-performance of the service provided under the
contract.
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Contracts for digital services may incorporate express terms that impose

21 |bid., page 17.
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33.

additional conditions about advertising, payments or cookies, amongst
other things. A contract cannot artificially expand the categories of
personal data or types of processing operation that the controller needs
to carry out for the performance of the contract within the meaning of
Article 6(1)(b).

B PRIFZ ¥ a0 & 2R 2 ~ 20 cookie & Hf4e i i chpt 2 AT o
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The controller should be able to justify the necessity of its processing by
reference to the fundamental and mutually understood contractual
purpose. This depends not just on the controller’s perspective, but also a
reasonable data subject’s perspective when entering into the contract,
and whether the contract can still be considered to be ‘performed’
without the processing in question. Although the controller may consider
that the processing is necessary for the contractual purpose, it is
important that they examine carefully the perspective of an average data
subject in order to ensure that there is a genuine mutual understanding
on the contractual purpose.
r?H@Mﬁﬁwgiﬁkﬁﬁf%%ﬁﬁﬁ%’ﬁéﬂ‘*wﬁ
Mat g b2 d o in R IYB&J—*":}”? gl o B Jr M E E A
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In order to carry out the assessment of whether Article 6(1)(b) is

applicable, the following questions can be of guidance:
AEGEREIEF DT RbELT VR o TR R

e What is the nature of the service being provided to the data subject?
What are its distinguishing characteristics?
T h FARBELIRIEZ AT L 7 H G R A F Y

e What is the exact rationale of the contract (i.e. its substance and
fundamentalobject)?

ROLFEr Ly (TR AFEEADE) 0

e \What are the essential elements of the contract?
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35.

S FELES TR

e What are the mutual perspectives and expectations of the parties
to the contract? How is the service promoted or advertised to the
data subject? Would an ordinary user of the service reasonably
expect that, considering the nature of the service, the envisaged
processing will take place in order to perform the contract to which
they are a party?

TS hE P RBE Y EG R QR R m e F A S
G R4 7 RFIRARZ AN é’ZFRﬁ»éﬁ— AR H —"F'f LN S
TATFILRYERF AT F IR ER QT RAE ?

If the assessment of what is ‘necessary for the performance of a
contract’, which must be conducted prior to the commencement of
processing, shows that the intended processing goes beyond what is
objectively necessary for the performance of a contract, this does not
render such future processing unlawful per se. As already mentioned,
Article 6 makes clear that other lawful bases are potentially available
prior to the initiation of the processing.?

g TR BERNMLCE ) 2R f @Y B 5 2> F
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If, over the lifespan of a service, new technology is introduced that
changes how personal data are processed, or the service otherwise
evolves, the criteria above need to be assessed anew to determine if any
new or altered processing operations can be based on Article 6(1)(b).
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22 See Article 29 Working Party Guidelines on consent under Regulation 2016/679 (WP259), endorsed
by the EDPB, page 31, in which it is stated that: “Under the GDPR, it is not possible to swap between
one lawful basis and another.”

0§29%E 1 it TR **%32016/679%%5 (GDPR) ¥ il £, 2 ;};151 5 (WP259) - EDPBH: 3%
F31-3aie ] emi TikGDPR» % @3 — L2 ey S i d e @, -
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Example 1

A data subject buys items from an online retailer. The data subject wants
to pay by credit card and for the products to be delivered to their home
address. In order to fulfil the contract, the retailer must process the data
subject’s credit card information and billing address for payment
purposes and the data subject’s home address for delivery. Thus, Article
6(1)(b) is applicable as a legal basis for these processing activities.

However, if the customer has opted for shipment to a pick-up point, the
processing of the data subject’s home address is no longer necessary for
the performance of the purchase contract. Any processing of the data
subject’s address in this context will require a different legal basis than
Article 6(1)(b).
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Example 2

The same online retailer wishes to build profiles of the user’s tastes and
lifestyle choices based on their visits to the website. Completion of the
purchase contract is not dependent upon building such profiles. Even if
profiling is specifically mentioned in the contract, this fact alone does
not make it ‘necessary’ for the performance of the contract. If the on-
line retailer wants to carry out such profiling, it needs to rely on a
different legal basis.

T 52
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37.
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Within the boundaries of contractual law, and if applicable, consumer
law, controllers are free to design their business, services and contracts.
In some cases, a controller may wish to bundle several separate services
or elements of a service with different fundamental purposes, features
or rationale into one contract. This may create a ‘take it or leave it’
situation for data subjects who may only be interested in one of the
services.
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As a matter of data protection law, controllers need to take into account
that the processing activities foreseen must have an appropriate legal
basis. Where the contract consists of several separate services or
elements of a service that can in fact reasonably be performed
independently of one another, the question arises to which extent Article
6(1)(b) can serve as a legal basis. The applicability of Article 6(1)(b)
should be assessed in the context of each of those services separately,
looking at what is objectively necessary to perform each of the individual
services which the data subject has actively requested or signed up for.
This assessment may reveal that certain processing activities are not
necessary for the individual services requested by the data subject, but
rather necessary for the controller’s wider business model. In that case,
Article 6(1)(b) will not be a legal basis for those activities. However, other
legal bases may be available for that processing, such as Article 6(1)(a) or
(f), provided that the relevant criteria are met. Therefore, the
assessment of the applicability of Article 6(1)(b) does not affect the
legality of the contract or the bundling of services as such.

REREERD S B E AT RAFH S b F2T @ d
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As WP29 has previously observed, the legal basis only applies to what is
necessary for the performance of a contract.® As such, it does not
automatically apply to all further actions triggered by non- compliance or
to all other incidents in the execution of a contract. However, certain
actions can be reasonably foreseen and necessary within a normal
contractual relationship, such as sending formal reminders about
outstanding payments or correcting errors or delays in the performance
of the contract. Article 6(1)(b) may cover processing of personal data
which is necessary in relation to such actions.
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Example 3

A company sells products online. A customer contacts the company
because the colour of the product purchased is different from what was
agreed upon. The processing of personal data of the customer for the

2 Article 29 Working Party Opinion 06/2014 on the notion of legitimate interests of the data
controller under Article 7 of Directive 95/46/EC (WP217) page 17— 18

%291 v e TR > dp 4‘95/46/EC§371",’£1?:%}£#3";§ T FAIEME 2 & L06/2014
(WP217) » F17-18 -
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40.

41.

purpose of rectifying this issue can be based on Article 6(1)(b).

T 3
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Contractual warranty may be part of performing a contract, and thus
storing certain data for a specified retention time after exchange of
goods/services/payment has been finalised for the purpose of warranties
may be necessary for the performance of a contract.

ZXFEFT A TR 2§00 FIp o G F SPRIM R LR
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2.6 Termination of contract
Tz %

A controller needs to identify the appropriate legal basis for the
envisaged processing operations before the processing commences.
Where Article 6(1)(b) is the basis for some or all processing activities, the
controller should anticipate what happens if that contract is
terminated.?*

2 S Ak TR R
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Where the processing of personal data is based on Article 6(1)(b) and the
contract is terminated in full, then as a general rule, the processing of
that data will no longer be necessary for the performance of that
contract and thus the controller will need to stop processing. The data

24If a contract is subsequently invalidated, it will impact the lawfulness (as understood in Article
5(1)(a)) of continued processing. However, it does not automatically imply that the choice of Article
6(1)(b) as the legal basis was incorrect.

FEROB AT E R PR EY (AFSERIE Saxa &) hE2 o KA o X
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43.

subject might have provided their personal data in the context of a
contractual relationship trusting that the data would only be processed
as a necessary part of that relationship. Hence, it is generally unfair to
swap to a new legal basis when the original basis ceases to exist.
FRHAFTHEGENFOEFLIA Fbirm@* > ¥ e 2k -
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When a contract is terminated, this may entail some administration, such
as returning goods or payment. The associated processing may be based
on Article 6(1)(b).
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Article 17(1)(a) provides that personal data shall be erased when they
are no longer necessary in relation to the purposes for which they were
collected. Nonetheless, this does not apply if processing is necessary for
certain specific purposes, including compliance with a legal obligation
pursuant to Article 17(3)(b), or the establishment, exercise or defence of
legal claims, pursuant to Article 17(3)(e). In practice, if controllers see a
general need to keep records for legal purposes, they need to identify a
legal basis for this at the outset of processing, and they need to
communicate clearly from the start for how long they plan to retain
records for these legal purposes after the termination of a contract. If
they do so, they do not need to delete the data upon the termination of
the contract.
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44,

In any case, it may be that several processing operations with separate
purposes and legal bases were identified at the outset of processing. As
long as those other processing operations remain lawful and the
controller communicated clearly about those operations at the
commencement of processing in line with the transparency obligations
of the GDPR, it will still be possible to process personal data about the
data subject for those separate purposes after the contract has been

terminated.
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Example 4

An online service provides a subscription service that can be cancelled
at any time. When a contract for the service is concluded, the controller
provides information to the data subject on the processing of personal
data.

The controller explains, inter alia, that as long as the contract is in place,
it will process data about the use of the service to issue invoices. The
applicable legal basis is Article 6(1)(b) as the processing for invoicing
purposes can be considered to be objectively necessary for the
performance of the contract. However, when the contract is terminated
and assuming there are no pending, relevant legal claims or legal
requirements to retain the data, the usage history will be deleted.

Furthermore, the controller informs data subjects that it has a legal
obligation in national law to retain certain personal data for accounting
purposes for a specified number of years. The appropriate legal basis is
Article 6(1)(c), and retention will take place even if the contract is
terminated.
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2.7 Necessary for taking steps prior to entering into a contract
A TR BT &

The second option of Article 6(1)(b) applies where processing is necessary
in order to take steps at the request of the data subject prior to entering
into a contract. This provision reflects the fact that preliminary
processing of personal data may be necessary before entering into a
contract in order to facilitate the actual entering into that contract.
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At the time of processing, it may not be clear whether a contract will
actually be entered into. The second option of Article 6(1)(b) may
nonetheless apply as long as the data subject makes the request in the
context of potentially entering into a contract and the processing in
guestion is necessary to take the steps requested. In line with this, where
a data subject contacts the controller to enquire about the details of the
controller’s service offerings, the processing of the data subject’s
personal data for the purpose of responding to the enquiry can be based
on Article 6(1)(b).
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47.

In any case, this provision would not cover unsolicited marketing or other
processing which is carried out solely on the initiative of the data
controller, or at the request of a third party.
Aol 0 ARTAMFIGREL FH O AT TR HF L
FHE Ry ha o gs o

Example 5

A data subject provides their postal code to see if a particular service
provider operates in their area. This can be regarded as processing
necessary to take steps at the request of the data subject prior to
entering into a contract pursuant to Article 6(1)(b).
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Example 6

In some cases, financial institutions have a duty to identify their
customers pursuant to national laws. In line with this, before entering
into a contract with data subjects, a bank requests to see their identity
documents.

In this case, the identification is necessary for a legal obligation on
behalf of the bank rather than to take steps at the data subject’s
request. Therefore, the appropriate legal basis is not Article 6(1)(b), but
Article 6(1)(c).
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49.

3 PART 3 — APPLICABILITY OF ARTICLE 6(1)(B) IN SPECIFIC
SITUATIONS
$3WA —F R FEEFIWEbH LT

3.1 Processing for ‘service improvement’?®

A TRARIRAR ) M B

Online services often collect detailed information on how users engage
with their service. In most cases, collection of organisational metrics
relating to a service or details of user engagement, cannot be regarded
as necessary for the provision of the service as the service could be
delivered in the absence of processing such personal data. Nevertheless,
a service provider may be able to rely on alternative lawful bases for this
processing, such as legitimate interest or consent.
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The EDPB does not consider that Article 6(1)(b) would generally be an
appropriate lawful basis for processing for the purposes of improving a
service or developing new functions within an existing service. In most
cases, a user enters into a contract to avail of an existing service. While
the possibility of improvements and modifications to a service may
routinely be included in contractual terms, such processing usually
cannot be regarded as being objectively necessary for the performance
of the contract with the user.
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25 Online services may also need to take into account Directive (EU) 2019/770 of the European
Parliament and of the Council of 20 May 2019 on certain aspects concerning contracts for the supply
of digital content and digital services (OJ L 136, 22.05.2019, p. 1), which will apply as from 1 January
2022.
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3.2 Processing for ‘fraud prevention’
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As WP29 has previously noted,?® processing for fraud prevention purposes
may involve monitoring and profiling customers. In the view of the EDPB,
such processing is likely to go beyond what is objectively necessary for
the performance of a contract with a data subject. However, the
processing of personal data strictly necessary for the purposes of
preventing fraud may constitute a legitimate interest of the data
controller’” and could thus be considered lawful, if the specific
requirements of Article 6(1)(f)(legitimate interests) are met by the data
controller. In addition Article 6(1)(c) (legal obligation) could also provide
a lawful basis for such processing of data.
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3.3 Processing for online behavioural advertising
ERIFEFLREMER

Online behavioural advertising, and associated tracking and profiling of

data subjects, is often used to finance online services. WP29 has

previously stated its view on such processing, stating:
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[contractual necessity] is not a suitable legal ground for building a profile

26 Article 29 Working Party Opinion 06/2014 on the notion of legitimate interests of the data
controller under Article 7 of Directive 95/46/EC (WP217), page 17.

%290 1 (e )l TSNy £ 95/46/ECH TiE L TR F 1 4 11 4 2 R 206/2014
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27 See Recital 47, sixth sentence.
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53.

54.

of the user’s tastes and lifestyle choices based on his clickstream on a
website and the items purchased. This is because the data controller has
not been contracted to carry out profiling, but rather to deliver particular
goods and services, for example.*®
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As a general rule, processing of personal data for behavioural advertising
is not necessary for the performance of a contract for online services.
Normally, it would be hard to argue that the contract had not been
performed because there were no behavioural ads. This is all the more
supported by the fact that data subjects have the absolute right under
Article 21 to object to processing of their data for direct marketing
purposes.
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Further to this, Article 6(1)(b) cannot provide a lawful basis for online
behavioural advertising simply because such advertising indirectly funds
the provision of the service. Although such processing may support the
delivery of a service, this in itself is not sufficient to establish that it is
necessary for the performance of the contract at issue. The controller
would need to consider the factors outlined in paragraph 33.
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Considering that data protection is a fundamental right guaranteed by

28 Article 29 Working Party Opinion 06/2014 on the notion of legitimate interests of the data
controller under Article 7 of Directive 95/46/EC (WP217), page 17.
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Article 8 of the Charter of Fundamental Rights, and taking into account
that one of the main purposes of the GDPR is to provide data subjects
with control over information relating to them, personal data cannot be
considered as a tradeable commodity. Even if the data subject can agree
to the processing of personal data,?® they cannot trade away their
fundamental rights through this agreement.3°
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The EDPB also notes that, in line with ePrivacy requirements and the
existing WP29 opinion on behavioural advertising,3® and Working
Document 02/2013 providing guidance on obtaining consent for
cookies,*? controllers must obtain data subjects’ prior consent to place
the cookies necessary to engage in behavioural advertising.
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The EDPB also notes that tracking and profiling of users may be carried
out for the purpose of identifying groups of individuals with similar

29 See Directive (EU) 2019/770 of the European Parliament and of the Council of 20 May 2019 on
certain aspects concerning contracts for the supply of digital content and digital services.
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30 Besides the fact that the use of personal data is regulated by the GDPR, there are additional reasons
why processing of personal data is conceptually different from monetary payments. For example,
money is countable, meaning that prices can be compared in a competitive market, and monetary
payments can normally only be made with the data subject’s involvement. Furthermore, personal
data can be exploited by several services at the same time. Once control over one’s personal data has
been lost, that control may not necessarily be regained.
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31 Article 29 Working Party Opinion 2/2010 on online behavioural advertising (WP171).

529151 e e TREY AP 75 B4 2% 22/2010, (WP171)

32 Article 29 Working Party Working Document 02/2013 providing guidance on obtaining consent for
cookies (WP208).
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57.

characteristics, to enable targeting advertising to similar audiences. Such
processing cannot be carried out on the basis of Article 6(1)(b), as it
cannot be said to be objectively necessary for the performance of the
contract with the user to track and compare users’ characteristics and
behaviour for purposes which relate to advertising to other individuals.**
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3.4 Processing for personalisation of content*
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The EDPB acknowledges that personalisation of content may (but does
not always) constitute an intrinsic and expected element of certain online
services, and therefore may be regarded as necessary for the
performance of the contract with the service user in some cases.
Whether such processing can be regarded as an intrinsic aspect of an
online service, will depend on the nature of the service provided, the
expectations of the average data subject in light not only of the terms of
service but also the way the service is promoted to users, and whether
the service can be provided without personalisation. Where
personalisation of content is not objectively necessary for the purpose of
the underlying contract, for example where personalised content
delivery is intended to increase user engagement with a service but is
not an integral part of using the service, data controllers should consider
an alternative lawful basis where applicable.

3 See also Article 29 Working Party Guidelines on Automated individual decision-making and Profiling

for the purposes of Regulation 2016/679 (WP251rev.01), endorsed by the EDPB, page 13.

¥R %2911 15 e TR % 2016/67953. 0] (GDPR) ¥ thp # 1t B A i#%’i‘ff’%‘l%‘ri#ﬁ il
(WP251rev.01) - EDPB#::% > F 13 o

34 Online services may also need to take into account Directive (EU) 2019/770 of the European
Parliament and of the Council of 20 May 2019 on certain aspects concerning contracts for the supply

of digital content and digital services (OJ L 136, 22.05.2019, p. 1), which will apply as from 1 January
2022.

MIRAT BT T RETNRE U RPN £202019#5% 20p i 2 T M HCE N F frdicim R
BEREZ MG é’i#g 4 (EU) 2019/770 ; (0OJ L 136, 22.05.2019, p. 1) é'z#;] £ #02022# 1
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Example 7

An online hotel search engine monitors past bookings of users in order
to create a profile of their typical expenditure. This profile is
subsequently used to recommend particular hotels to the user when
returning search results. In this case, profiling of user’s past behaviour
and financial data would not be objectively necessary for the
performance of a contract, i.e. the provision of hospitality services
based on particular search criteria provided by the user. Therefore,
Article 6(1)(b) would not be applicable to this processing activity.
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Example 8

An online marketplace allows potential buyers to browse for and
purchase products. The marketplace wishes to display personalised
product suggestions based on which listings the potential buyers have
previously viewed on the platform in order to increase interactivity. This
personalisation it is not objectively necessary to provide the
marketplace service. Thus, such processing of personal data cannot rely
on Article 6(1)(b) as a legal basis.
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The European Data Protection Board

Having regard to Article 70 (1e) of the Regulation 2016/679/EU of the
European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive
95/46/EC, (hereinafter “GDPR”),

Having regard to the EEA Agreement and in particular to Annex XI and
Protocol 37 thereof, as amended by the Decision of the EEA joint
Committee No 154/2018 of 6 July 20182,

Having regard to Article 12 and Article 22 of its Rules of Procedure,

HAS ADOPTED THE FOLLOWING GUIDELINES

WEBATREELR 4

YRR E CRPILE €202016#47 270 Wi TR E Y B
CTREER AL G ARG B R B R R BR g
4 95/46/ECH%c B 4L112016/679/EU ; (T #GDPR) % 70i% % 138 ¥ e
e

FETNEAEHA LR £72018#77 67 ¥ 154/201855 ik i3 i
2. M EART (EEA) ik 0 £ 2 Egi2112 H ik 23 37%;

dp TERE B ATHREELR §RFRAN F 1210w 220F

SR DR

P ARBEF BT L€ A 5 W B (collection) ~ IZ (processing) ~ fI* (use) % % i A
Bt P AP &% A GDPREBF L W H ~ &2 ~ 1% iZ- 75 > ¥ S5 processing e
SEARBFEY 2 TEIE | F TR > & ¥ F #-GDPRY cprocessingF i TE* | o
processor§- 5 I % 2LiF Haoe

1 References to “Member States” made throughout this opinion should be understood as references to “EEA
Member States”.
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1 INTRODUCTION

3
The intensive use of video devices has an impact on citizen’s behaviour.
Significant implementation of such tools in many spheres of the
individuals’ life will put an additional pressure on the individual to
prevent the detection of what might be perceived as anomalies. De facto,
these technologies may limit the possibilities of anonymous movement
and anonymous use of services and generally limit the possibility of
remaining unnoticed. Data protection implications are massive.
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While individuals might be comfortable with video surveillance set up for
a certain security purpose for example, guarantees must be taken to
avoid any misuse for totally different and — to the data subject —
unexpected purposes (e.g. marketing purpose, employee performance
monitoring etc.). In addition, many tools are now implemented to
exploit the images captured and turn traditional cameras into smart
cameras. The amount of data generated by the video, combined with
these tools and techniques increase the risks of secondary use (whether
related or not to the purpose originally assigned to the system) or even
the risks of misuse. The general principles in GDPR (Article 5), should
always be carefully considered when dealing with video surveillance.
RBARNFRABRIERTE  bldri FRX 20 9K
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Video surveillance systems in many ways change the way professionals



from the private and public sector interact in private or public places for
the purpose of enhancing security, obtaining audience analysis,
delivering personalized advertising, etc. Video surveillance has become
high performing through the growing implementation of intelligent
video analysis. These techniques can be more intrusive (e.g. complex
biometric technologies) or less intrusive (e.g. simple counting
algorithms). Remaining anonymous and preserving one’s privacy is in
general increasingly difficult. The data protection issues raised in each
situation may differ, so will the legal analysis when using one or the
other of these technologies.
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In addition to privacy issues, there are also risks related to possible
malfunctions of these devices and the biases they may induce.
Researchers report that software used for facial identification,
recognition, or analysis performs differently based on the age, gender,
and ethnicity of the person it’s identifying. Algorithms would perform
based on different demographics, thus, bias in facial recognition
threatens to reinforce the prejudices of society. That is why, data
controllers must also ensure that biometric data processing deriving
from video surveillance be subject to regular assessment of its relevance
and sufficiency of guarantees provided
FRPRE!  BF R G aAR AR RV IIFRLLE G - Y
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Video surveillance is not by default a necessity when there are other



means to achieve the underlying purpose. Otherwise we risk a change in
cultural norms leading to the acceptance of lack of privacy as the general
outset
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These guidelines aim at giving guidance on how to apply the GDPR in
relation to processing personal data through video devices. The
examples are not exhaustive, the general reasoning can be applied to all
potential areas of use.
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2 SCOPE OF APPLICATION?
4

2.1 Personal Data
B A Fﬁﬁ’l

Systematic automated monitoring of a specific space by optical or audio-
visual means, mostly for property protection purposes, or to protect
individual’s life and health, has become a significant phenomenon of our
days. This activity brings about collection and retention of pictorial or
audio-visual information on all persons entering the monitored space
that are identifiable on basis of their looks or other specific elements.
Identity of these persons may be established on grounds of these details.
It also enables further processing of personal data as to the persons’
presence and behaviour in the given space. The potential risk of misuse
of these data grows in relation to the dimension of the monitored space
as well as to the number of persons frequenting the space. This fact is
reflected by the General Data Protection Regulation in the Article 35 (3)
(c) which requires the carrying out of a data protection impact
assessment in case of a systematic monitoring of a publicly accessible
area on a large scale, as well as in Article 37 (1) (b) which requires
processors to designate a data protection officer, if the processing
operation by its nature entails regular and systematic monitoring of data
subjects.
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2The EDPB notes that where the GDPR so allows, specific requirements in national legislation might
apply.
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10.
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However, the Regulation does not apply to processing of data that has

no reference to a person, e.g. if an individual cannot be identified,

directly or indirectly.
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Example: The GDPR is not applicable for fake cameras (i.e. any camera
that is not functioning as a camera and thereby is not processing any
personal data). However, in some Member States it might be subject to
other legislation.

o7 ] ¢ GDPRI: 7 3§ * *tigerp s (77 W > m 2 AT ¥ Flpt 2 iF
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Example: Recordings from a high altitude only fall under the scope of the
GDPR if under the circumstances the data processed can be related to a
specific person.
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Example: A video camera is integrated in a car for providing parking
assistance. If the camera is constructed or adjusted in such a way that it
does not collect any information relating to a natural person (such as
licence plates or information which could identify passers-by) the GDPR
does not apply.

TFB| A b ERERRAREE 0 U iRD o
Frsi o2 nfmp Rzl
Az F) o R A iE* GDPR o

\:_

 F RFEARPEE D
(G o2 4 2 7 3 i

“‘c“
R1%

2.2 Application of the Law Enforcement Directive, LED (EU2016/680)
NiEdp 4 (LED) (EU2016/680) 2 i *

Notably processing of personal data by competent authorities for the
purposes of prevention, investigation, detection or prosecution of

10




11.

12.

criminal offences or the execution of criminal penalties, including the

safeguarding against and the prevention of threats to public security,

falls under the directive EU2016/680.
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2.3 Household exemption

RdiEs B ) ¢
Pursuant to Article 2 (2) (c), the processing of personal data by a natural
person in the course of a purely personal or household activity, which
can also include online activity, is out of the scope of the GDPR.?
ZHR2IER2IE NcE ) P ARAAHE S B AN pa s iR FY B A
T2 75 (F T A AL FEF) 0 GDPREE H %’F’&ﬂ‘l‘3 °

This provision — the so-called household exemption — in the context of
video surveillance must be narrowly construed. Hence, as considered by
the European Court of Justice, the so called “household exemption”
must “be interpreted as relating only to activities which are carried out in
the course of private or family life of individuals, which is clearly not the
case with the processing of personal data consisting in publication on the
internet so that those data are made accessible to an indefinite number of
people” * Furthermore, if a video surveillance system, to the extent it
involves the constant recording and storage of personal data and covers,
“even partially, a public space and is accordingly directed outwards from
the private setting of the person processing the data in that manner, it
cannot be regarded as an activity which is a purely ‘personal or
household’ activity for the purposes of the second indent of Article 3(2) of
Directive 95/46”".
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3 See also Recital 18.
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14.
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What regards video devices operated inside a private person’s premises,
it may fall under the household exemption. It will depend on several
factors, which all have to be considered in order to reach a conclusion.
Besides the above mentioned elements identified by ECJ rulings, the
user of video surveillance at home needs to look at whether he has some
kind of personal relationship with the data subject, whether the scale or
frequency of the surveillance suggests some kind of professional activity
on his side, and of the surveillance’s potential adverse impact on the
data subjects. The presence of any single one of the aforementioned
elements does not necessarily suggest that the processing is outside the
scope of the household exemption, an overall assessment is needed for
that determination
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Example: A tourist is recording videos both through his mobile phone
and through a camcorder to document his holidays. He shows the
footage to friends and family but does not make it accessible for an
indefinite number of people. This would fall under the household

4 European Court of Justice, Judgment in Case C-101/01, Bodil Lindqvist case, 6th November 2003,
para 47.

B E e 0 % C-101/01852 % 2 (Bodil Lindqist &) ;4 > 2003#11°% 6P > %47F o

5> European Court of Justice, Judgment in Case C- 212/13, Frantisek Rynes v Urad pro ochranu osobnich
udaji, 11 December 2014, para. 33.

BoiE R 0 % C-212/135% ¢ (FrantiSek Rynes v Ufad pro ochranu osobnich udaji ) *]i%- » 2014 &
127 11p » %33F& o
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exemption.
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Example: A downhill mountain biker wants to record her descent with an
actioncam. She is riding in a remote area and only plans to use the
recordings for her personal entertainment at home. This would fall
under the household exemption even if to some extent personal data is
processed.

G- fTH LKL EE AR RIS ESE THER o ¥ L
BB BRI 0 RIS W AP A T o TR AR
ALK T B A TR 24 B REE B b

Example: Somebody is monitoring and recording his own garden. The
property is fenced and only the controller himself and his family are
entering the garden on a regular basis. This would fall under the
household exemption, provided that the video surveillance does not
extend even partially to a public space or neighbouring property.
ﬁw:ﬁA%ﬁsaﬁﬁﬁ@ﬁﬁf%%o ZiEHET B
»,;;;-;Lg 2 HFAEEFRd c TP GT T 7 (“Ffé"%/}iaq)
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15.

16.

3 LAWFULNESS OF PROCESSING
Er o2 bk

Before use, the purposes of processing have to be specified in detail
(Article 5 (1) (b)). Video surveillance can serve many purposes, e.g.
supporting the protection of property and other assets, supporting the
protection of life and physical integrity of individuals, collecting evidence
for civil claims.® These monitoring purposes should be documented in
writing (Article 5 (2)) and need to be specified for every surveillance
camera in use. Cameras that are used for the same purpose by a single
controller can be documented together. Furthermore, data subjects
must be informed of the purpose(s) of the processing in accordance with
Article 13 (see section 7, Transparency and information obligations).
Video surveillance based on the mere purpose of “safety” or “for your
safety” is not sufficiently specific (Article 5 (1) (b)). It is furthermore
contrary to the principle that personal data shall be processed lawfully,
fairly and in a transparent manner in relation to the data subject (see
Article 5 (1) (a)).
L_x%’* oo BEFTAER 2P (%5 %1 Fbit) o Bk EHLT Y
P blAdc X Ao B ?éiﬂa‘: CAERAL A
b&ia%é AT AER B EO % AR T AT
(§?5?'f+€%321§) » PP R Y A B EPBSERETHERD o
b 7;:—75 TP hi* 2 3 xﬁ%ﬂ/@&%« ERCA > I <
%1315 (4 ¥74° ’4ﬂ9/‘frﬁ)%f£ EHFE) vy EFALITEY 2P
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In principle, every legal ground under Article 6 (1) can provide a legal
basis for processing video surveillance data. For example, Article 6 (1) (c)
applies where national law stipulates an obligation to carry out video
surveillance.” However in practice, the provisions most likely to be used
are

RAI} > $6EFIERTNE 2 ARG T (T LB PR LT

6 Rules on collecting evidence for civil claims varies in Member States.
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e Article 6 (1) (f) (legitimate interest),
FOIERLE B (2§ f1F) >
e Article 6 (1) (e) (necessity to perform a task carried out in the
public interest or in the exercise of official authority).
¥OEFIASex (A RFARELNFLBBAFTR O
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In rather exceptional cases Article 6 (1) (a) (consent) might be used as a
legal basis by the controller.
BARE B PIET  E F T AN REE R LT Yak (PL) B

g

3.1 Legitimate interest, Article 6 (1) (f)
TEAE > F6iF %15 % fix
17. The legal assessment of Article 6 (1) (f) should be based on the following

criteria in compliance with Recital 47.
F60E %138 302 2 BT Bikypm 5 478 AT AR ER %

3.1.1 Existence of legitimate interests
Wl g flE

18. Video surveillance is lawful if it is necessary in order to meet the purpose
of a legitimate interest pursued by a controller or a third party, unless
such interests are overridden by the data subject’s interests or
fundamental rights and freedoms (Article 6 (1) (f)). Legitimate interests
pursued by a controller or a third party can be legal,® economic or non-
material interests.” However, the controller should consider that if the
data subject objects to the surveillance in accordance with Article 21 the
controller can only proceed with the video surveillance of that data
subject if it is a compelling legitimate interest which overrides the
interests, rights and freedoms of the data subject or for the
establishment, exercise or defence of legal claims.

7 These guidelines do not analyse or go into details of national law that might differ between Member
States.
T HES R E LT § R PR
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19.

20.
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Given a real and hazardous situation, the purpose to protect property
against burglary, theft or vandalism can constitute a legitimate interest
for video surveillance.
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The legitimate interest needs to be of real existence and has to be a
present issue (i.e. it must not be fictional or speculative)®. A real-life
situation of distress needs to be at hand — such as damages or serious
incidents in the past — before starting the surveillance. In light of the
principle of accountability, controllers would be well advised to
document relevant incidents (date, manner, financial loss) and related
criminal charges. Those documented incidents can be a strong evidence
for the existence of a legitimate interest. The existence of a legitimate
interest as well as the necessity of the monitoring should be reassessed
in periodic intervals (e. g. once a year, depending on the circumstances).
TEPEZEF 5 P FEM G (T2 B 5 BERS ) Vo
AR o TIE T AR iﬁ—b’?' 4odf d B2 B 2
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8 European Court of Justice, Judgment in Case C- 13/16 Rigas satiksme case, 4 may 2017.

B A 0 % C-13/16%52% it (Rigas satiksme &) ¥4 > 2017#5% 4p o

9 see wp 217, Article 29 Working Party.

Awp217 » %2951 i%/] % o

10 see wp 217, Article 29 Working Party, p. 24 seq. See also ECJ Case C-708/18 p.44

Awp217 » %295 1 (5 4 » %24F 1T o ¥ LB EIR S C-708/18%L% £ > %445 (FiL: R
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24,

Example: A shop owner wants to open a new shop and wants to install a
video surveillance system to prevent vandalism. He can show, by
presenting statistics, that there is a high expectation of vandalism in the
near neighbourhood. Also, experience from neighbouring shops is
useful. It is not necessary that a damage to the controller in question
must have occurred. As long as damages in the neighbourhood suggest a
danger or similar, and thus can be an indication of a legitimate interest.
It is however not sufficient to present national or general crime statistic
without analysing the area in question or the dangers for this specific
shop.

TH - LRAFFREER-FIE O BERERPGRETE LR
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Imminent danger situations may constitute a legitimate interest, such as
banks or shops selling precious goods (e.g. jewellers), or areas that are
known to be typical crime scenes for property offences (e. g. petrol
stations).

iéky }g xé; H‘I'j? ’I‘]é{.%\' h \» ’J o, L %zr'{gif'? &d % % r' I;IHK'I;F\
¥)2F ko &2 F.\.;F'T’F'ﬁfii R F L L (Gdcte @ :LL)

The GDPR also clearly states that public authorities cannot rely their

processing on the grounds of legitimate interest, as long as they are

carrying out their tasks, Article 6 (1) sentence 2.

GDPR%?Gﬁ;?ailiE F20:BP R T AR AN T R 2 F
TEAIEFREY 2 gy o

3.1.2 Necessity of processing
EH 2SR M

Personal data should be adequate, relevant and limited to what is
necessary in relation to the purposes for which they are processed (‘data
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25.

26.

minimisation’), see Article 5 (1) (c). Before installing a video-surveillance
system the controller should always critically examine if this measure is
firstly suitable to attain the desired goal, and secondly adequate and
necessary for its purposes. Video surveillance measures should only be
chosen if the purpose of the processing could not reasonably be fulfilled
by other means which are less intrusive to the fundamental rights and
freedoms of the data subject.
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Given the situation that a controller wants to prevent property related
crimes, instead of installing a video surveillance system the controller
could also take alternative security measures such as fencing the
property, installing regular patrols of security personnel, using
gatekeepers, providing better lighting, installing security locks, tamper-

proof windows and doors or applying anti-graffiti coating or foils to walls.

Those measures can be as effective as video surveillance systems against
burglary, theft and vandalism. The controller has to assess on a case-by-
case basis whether such measures can be a reasonable solution.
B §E A A e B iR Y ;}*%‘—‘F‘T? A EREGE S ks A B
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Before operating a camera system, the controller is obliged to assess
where and when video surveillance measures are strictly necessary.
Usually a surveillance system operating at night-time as well as outside
the regular working hours will meet the needs of the controller to
prevent any dangers to his property.

ERC R I TR JJ""’? f }3 - T RRE B P RALARPEE B o
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28.

29.
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In general, the necessity to use video surveillance to protect the
controllers’ premises ends at the property boundaries! However, there
are cases where the surveillance of the property is not sufficient for an
effective protection. In some individual cases it might be necessary to
exceed the video surveillance to the immediate surroundings of the
premises. In this context, the controller should consider physical and
technical means, for example blocking out or pixelating not relevant
areas.

- Am g o0 @B PR I xﬁ'—Fﬁ:}"”%‘F’f}f@ﬁ%ﬁm%E']{ii*?ﬂE?jé_éﬁi%
Blloska » BEEGT o HHYANTIE 2 LR EF ocRE o 3
SR 0 T oA g o &R Bk DT 7 AR AR 2 45 ]
LA | ;‘ﬁ/ﬁ%%’ﬁ 48 (physical) & Hjie= & » Gl4oyE 573 49 B
475 F o (pixelate)

Example: A bookshop wants to protect its premises against vandalism. In

general, cameras should only be filming the premises itself because it is

not necessary to watch neighbouring premises or public areas in the

surrounding of the bookshop premises for that purpose.
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Questions concerning the processing’s necessity also arise regarding the
way evidence is preserved. In some cases it might be necessary to use
black box solutions where the footage is automatically deleted after a
certain storage period and only accessed in case of an incident. In other
situations, it might not be necessary to record the video material at all
but more appropriate to use real-time monitoring instead. The decision
between black box solutions and real-time monitoring should also be
based on the purpose pursued. If for example the purpose of video
surveillance is the preservation of evidence, real-time methods are
usually not suitable. Sometimes real-time monitoring may also be more

11 This might also be subject to national legislation in some Member States.

LEEEERM BT £RP AR
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30.

intrusive than storing and automatically deleting material after a limited
timeframe (e. g. if someone is constantly viewing the monitor it might be
more intrusive than if there is no monitor at all and material is directly
stored in a black box). The data minimisation principle must be regarded
in this context (Article 5 (1) (c)). It should also be kept in mind that it
might be possible that the controller could use security personnel
instead of video surveillance that are able to react and intervene
immediately.
BT PN TR gEY e B MR REFAT OV a
¢ BiF* 2 45 (black box) » % > TR I ERG- THFEp
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AT R T Blde 0 FENE fmahp i R E 5_1}7%
TS ERE N ARE o F R R2ZITRE G UL p B "f%
R S ol ““%P B R (Pl pFOT2 205 Br B~ #
TERETALHY 7 ‘W%EE&PTE’?“”; FREwi i ®) -
Lﬁé a5 ,?gﬂ SR B RE) ($5E %17 Sox) o BRE
P IE K ge e AT n AR g RmETFRE S

o

3.1.3 Balancing of interests

e
Presuming that video surveillance is necessary to protect the legitimate
interests of a controller, a video surveillance system may only be put in
operation, if the legitimate interests of the controller or those of a third
party (e.g. protection of property or physical integrity) are not
overridden by the interests or fundamental rights and freedoms of the
data subject. The controller needs to consider 1) to what extent the
monitoring affects interests, fundamental rights and freedoms of
individuals and 2) if this causes violations or negative consequences with
regard to the data subject’s rights. In fact, balancing the interests is
mandatory. Fundamental rights and freedoms on one hand and the
controller’s legitimate interests on the other hand have to be evaluated
and balanced carefully.
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31.
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Example: A private parking company has documented reoccurring
problems with thefts in the cars parked. The parking area is an open
space and can be easily accessed by anyone, but is clearly marked with
signs and road blockers surrounding the space. The parking company
have a legitimate interest (preventing thefts in the customer’s cars) to
monitor the area during the time of day that they are experiencing
problems. Data subjects are monitored in a limited timeframe, they are
not in the area for recreational purposes and it is also in their own
interest that thefts are prevented. The interest of the data subjects not
to be monitored is in this case overridden by the controller’s legitimate
interest.

T - TG REFNP EFRF LI M FTF o5
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Example: A restaurant decides to install video cameras in the restrooms
to control the tidiness of the sanitary facilities. In this case the rights of
the data subjects clearly overrides the interest of the controller,
therefore cameras cannot be installed there.
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34.

3.1.3.1 Making case-by-case decisions

B [T F L ET
As the balancing of interests is mandatory according to the regulation,
the decision has to be made on a case-by-case basis (see Article 6 (1) (f)).
Referencing abstract situations or comparing similar cases to one
another is insufficient. The controller has to evaluate the risks of the
intrusion of the data subject’s rights; here the decisive criterion is the
intensity of intervention for the rights and freedoms of the individual.
bt DA ) 4|8 RAFHT R FEFB LY (L F6EF1
B ») cHEF P RFA NG ARG G o B F LR
FFIEFEAENZR G P SR I MR A EIE R
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Intensity can inter alia be defined by the type of information that is
gathered (information content), the scope (information density, spatial
and geographical extent), the number of data subjects concerned, either
as a specific number or as a proportion of the relevant population, the
situation in question, the actual interests of the group of data subjects,
alternative means, as well as by the nature and scope of the data
assessment.
AV A H (interalia) M4r™ & ZF 2t T F 2 (T
RED) FR (FARAE  2REREER) - THE T A 2kl
(E R8P & APl A 39 Akt b)) » A B > 3 A
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Important balancing factors can be the size of the area, which is under
surveillance and the amount of data subjects under surveillance. The use
of video surveillance in a remote area (e.g. to watch wildlife or to protect
critical infrastructure such as a privately owned radio antenna) has to be
assessed differently than video surveillance in a pedestrian zone or a
shopping mall.
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36.

37.

Example: If a dash cam is installed (e. g. for the purpose of collecting
evidence in case of an accident), it is important to ensure that this
camera is not constantly recording traffic, as well as persons who are
near a road. Otherwise the interest in having video recordings as
evidence in the more theoretical case of a road accident cannot justify
this serious interference with data subjects’ rights.!
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3.1.3.2 Data subjects’ reasonable expectations
FEAZEEYE

According to Recital 47, the existence of a legitimate interest needs
careful assessment. Here the reasonable expectations of the data
subject at the time and in the context of the processing of its personal
data have to be included. Concerning systematic monitoring, the
relationship between data subject and controller may vary significantly
and may affect what reasonable expectations the data subject might
have. The interpretation of the concept of reasonable expectations
should not only be based on the subjective expectations in question.
Rather, the decisive criterion has to be if an objective third party could
reasonably expect and conclude to be subject to monitoring in this
specific situation.

EH T 5ATE TR IF AT H AT R FHETRE o MR ER
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For instance, an employee in his/her workplace is in most cases not likely
expecting to be monitored by his or her employer.}> Furthermore,
monitoring is not to be expected in one’s private garden, in living areas,
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38.

39.

40.

or in examination and treatment rooms. In the same vein, it is not
reasonable to expect monitoring in sanitary or sauna facilities —
monitoring such areas is an intense intrusion into the rights of the data
subject. The reasonable expectations of data subjects are that no video
surveillance will take place in those areas. On the other hand, the
customer of a bank might expect that he/she is monitored inside the
bank or by the ATM.
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Data subjects can also expect to be free of monitoring within publicly
accessible areas especially if those areas are typically used for recovery,
regeneration, and leisure activities as well as in places where individuals
stay and/or communicate, such as sitting areas, tables in restaurants,
parks, cinemas and fitness facilities. Here the interests or rights and
freedoms of the data subject will often override the controller’s
legitimate interests.
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Example: In toilets data subjects expect not to be monitored. Video
surveillance for example to prevent accidents is not proportional

T FEAPEF AR LEL s BT RED DF R
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Signs informing the data subject about the video surveillance have no

R R S AGIILE P F o b5 RE

12 5ee also: Article 29 Working Party, Opinion 2/2017 on data processing at work, WP249, adopted on
8 June 2017.
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42.

relevance when determining what a data subject objectively can expect.
This means that e.g. a shop owner cannot rely on customers objectively
having reasonable expectations to be monitored just because a sign
informs the individual at the entrance about the surveillance.
ARETETAMERD AR R LA ML EEA G ARGT Y
TAMMEE c RARF o bldr o BA AR EA A T AR
WP AR TAERE TR ELEL

3.2 Necessity to perform a task carried out in the public interest or in
the exercise of official authority vested in the controller, Article 6 (1)

(e)
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%601 % 198 % eix
Personal data could be processed through video surveillance under
Article 6 (1) (e) if it is necessary to perform a task carried out in the
public interest or in in the exercise of official authority. ! It may be that
the exercise of official authority does not allow for such processing, but
other legislative bases such as “health and safety” for the protection of
visitors and employees may provide limited scope for processing, while
still having regard for GDPR obligations and data subject rights.
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Member States may maintain or introduce specific national legislation
for video surveillance to adapt the application of the rules of the GDPR
by determining more precisely specific requirements for processing as
long as it is in accordance with the principles laid down by the GDPR (e.g.
storage limitation, proportionality).

ERRE PRI e S I PER R 2 > & £ GDPRT LR

13 The basis for the processing referred shall be laid down by Union law or Member State law» and
«shall be necessary for the performance of a task carried out in the public interest or in the exercise
of official authority vested in the controller (Article 6 (3)).
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3.3 Consent, Article 6 (1) (a)
R %61E %138 %az
Consent has to be freely given, specific, informed and unambiguous as

described in the guidelines on consent.*
dele RAp sl o > BRI D A %S R iy et

Regarding systematic monitoring, the data subject’s consent can only
serve as a legal basis in accordance with Article 7 (see Recital 43) in
exceptional cases. It is in the surveillance’s nature that this technology
monitors an unknown number of people at once. The controller will
hardly be able to prove that the data subject has given consent prior to
processing of its personal data (Article 7 (1)). Assumed that the data
subject withdraws its consent it will be difficult for the controller to
prove that personal data is no longer processed (Article 7 (3)).
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Example: Athletes may request monitoring during individual exercises in
order to analyse their techniques and performance. On the other hand,
where a sports club takes the initiative to monitor a whole team for the
same purpose, consent will often not be valid, as the individual athletes
may feel pressured into giving consent so that their refusal of consent
does not adversely affect teammates.

Tol EFRE TR REEBADR N A EREITTE LR o ¥
- 25 FEERINLERDOHELGRLIETE PR LE
FE AT FIRERHABATRAEEIE 2L PR NLIES

41n addition, the Article 29 Working Party (Art. 29 WP) adopted ,Guidelines on consent under
Regulation 2016/679“ (WP 259 rev. 01) . - endorsed by the EDPB
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48.
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If the controller wishes to rely on consent it is his duty to make sure that
every data subject who enters the area which is under video surveillance
has given her or his consent. This consent has to meet the conditions of
Article 7. Entering a marked monitored area (e.g. people are invited to
go through a specific hallway or gate to enter a monitored area), does
not constitute a statement or a clear affirmative action needed for
consent, unless it meets the criteria of Article 4 and 7 as described in the
guidelines on consent.?®
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Given the imbalance of power between employers and employees, in
most cases employers should not rely on consent when processing
personal data, as it is unlikely to be freely given. The guidelines on
consent should be taken into consideration in this context.
TEIGICR IFREAAHEE > AMAET o B2 BEIE
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Member State law or collective agreements, including ‘works
agreements’, may provide for specific rules on the processing of
employees' personal data in the employment context (see Article 88).
ERRZ2EAMBEY > ¢ 1609, T ZhFEMGRYE
ORI 20 A TR T E AR (EL?)?SSM) o

5n addition, the Article 29 Working Party (Art. 29 WP) adopted ,Guidelines on consent under
Regulation 2016/679" (WP 259) endorsed by the EDPB - which should be taken in account.
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4 DISCLOSURE OF VIDEO FOOTAGE TO THIRD PARTIES

wEZ 2 hERY

In principle, the general regulations of the GDPR apply to the disclosure
of video recordings to third parties.
BB} > GDPRZ. — 23BN 2 5= 2B F o

4.1 Disclosure of video footage to third parties in general

IR IR T & TRl A UL
Disclosure is defined in Article 4 (2) as transmission (e.g. individual
communication), dissemination (e.g. publishing online) or otherwise
making available. Third parties are defined in Article 4 (10). Where
disclosure is made to third countries or international organisations, the
special provisions of Article 44 et seq. also apply.
FAER2E BB ARG @@?J (BlhefE A 32t ) ~ 3738 (Bldos b
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Any disclosure of personal data is a separate kind of processing of
personal data for which the controller needs to have a legal basis in
Article 6.
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Example: A controller who wishes to upload a recording to the Internet
needs to rely on a legal basis for that processing, for instance by
obtaining consent from the data subject according to Article 6 (1) (a).
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The transmission of video footage to third parties for the purpose other
than that for which the data has been collected is possible under the
rules of Article 6 (4).
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Example: Video surveillance of a barrier (at a parking lot) is installed for
the purpose of resolving damages. A damage occurs and the recording is
transferred to a lawyer to pursue a case. In this case the purpose for
recording is the same as the one for transferring.
O R ARSI EAAIKT R P o (Bd ) ﬁ*’éfﬁi‘%&%fﬁ
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Example: Video surveillance of a barrier (at a parking lot) is installed for
the purpose of resolving damages. The recording is published online for
pure amusement reasons. In this case the purpose has changed and is
not compatible with the initial purpose. It would furthermore be
problematic to identify a legal basis for that processing (publishing).
Th R RIERRBETEZ P (RE ) RRAERPRE
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A third party recipient will have to make its own legal analysis, in
particular identifying its legal basis under Article 6 for his processing (e.g.
receiving the material).
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4.2 Disclosure of video footage to law enforcement agencies

v BB
The disclosure of video recordings to law enforcement agencies is also
an independent process, which requires a separate justification for the
controller.
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According to Article 6 (1) (c), processing is legal if it is necessary for
compliance with a legal obligation to which the controller is subject.
Although the applicable police law is an affair under the sole control of
the Member States, there are most likely general rules that regulate the
transfer of evidence to law enforcement agencies in every Member State.
The processing of the controller handing over the data is regulated by
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the GDPR. If national legislation requires the controller to cooperate
with law enforcement (e. g. investigation), the legal basis for handing
over the data is legal obligation under Article 6 (1) (c).
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The purpose limitation in Article 6 (4) is then often unproblematic, since
the disclosure explicitly goes back to Member State law. A consideration
of the special requirements for a change of purpose in the sense of lit. a
- e is therefore not necessary.
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Example: A shop owner records footage at its entrance. The footage
shows a person stealing another person’s wallet. The police asks the
controller to hand over the material in order to assist in their
investigation. In that case the shop owner would use the legal basis
under Article 6 (1) (c) (legal obligation) read in conjunction with the
relevant national law for the transfer processing.
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Example: A camera is installed in a shop for security reasons. The shop
owner believes he has recorded something suspicious in his footage and
decides to send the material to the police (without any indication that
there is an ongoing investigation of some kind). In this case the shop
owner has to assess whether the conditions under, in most cases, Article
6 (1) (f) are met. This is usually the case if the shop owner has a
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reasonable suspicion of that a crime has been committed.
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The processing of the personal data by the law enforcement agencies
themselves does not follow the GDPR (see Article 2 (2) (d)), but follows
instead the Law Enforcement Directive (EU2016/680).
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5 PROCESSING OF SPECIAL CATEGORIES OF DATA
E BB TE

Video surveillance systems usually collect massive amounts of personal
data which may reveal data of a highly personal nature and even special
categories of data. Indeed, apparently non-significant data originally
collected through video can be used to infer other information to
achieve a different purpose (e.g. to map an individual’s habits). However,
video surveillance is not always considered to be processing of special
categories of personal data.
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Example: Video footage showing a data subject wearing glasses or using
a wheel chair are not per se considered to be special categories of
personal data.
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However, if the video footage is processed to deduce special categories
of data Article 9 applies.
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Example: Political opinions could for example be deduced from images
showing identifiable data subjects taking part in an event, engaging in a
strike, etc. This would fall under Article 9.
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Example: A hospital installing a video camera in order to monitor a

patient’s health condition would be considered as processing of special

categories of personal data (Article 9).
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In general, as a principle, whenever installing a video surveillance system
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careful consideration should be given to the data minimization principle.
Hence, even in cases where Article 9 (1) does not apply, the data
controller should always try to minimize the risk of capturing footage
revealing other sensitive data (beyond Article 9), regardless of the aim.
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Example: Video surveillance capturing a church does not per se fall
under Article 9. However, the controller has to conduct an especially
careful assessment under Article 6 (1) (f) taken into account the nature
of the data as well as the risk of capturing other sensitive data (beyond
Article 9) when assessing the interests of the data subject.
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If a video surveillance system is used in order to process special
categories of data, the data controller must identify both an exception
for processing special categories of data under Article 9 (i.e. an
exemption from the general rule that one should not process special
categories of data) and a legal basis under Article 6.
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For instance, Article 9 (2) (c) (“[...] processing is necessary to protect the
vital interests of the data subject or of another natural person [...]”)
could — in theory and exceptionally — be used, but the data controller
would have to justify it as an absolute necessity to safeguard the vital
interests of a person and prove that this “[...] data subject is physically or
legally incapable of giving his consent.". In addition, the data controller
won’t be allowed to use the system for any other reason.
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It is important to note here that every exemption listed in Article 9 is not
likely to be usable to justify processing of special categories of data
through video surveillance. More specifically, data controllers processing
those data in the context of video surveillance cannot rely on Article 9 (2)
(e), which allows processing that relates to personal data that are
manifestly made public by the data subject. The mere fact of entering
into the range of the camera does not imply that the data subject
intends to make public special categories of data relating to him or her.
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Furthermore, processing of special categories of data requires a
heightened and continued vigilance to certain obligations; for example
high level of security and data protection impact assessment where
necessary.
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Example: An employer must not use video surveillance recordings
showing a demonstration in order to identify strikers.
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5.1 General considerations when processing biometric data

A P EERT A - B
The use of biometric data and in particular facial recognition entail
heightened risks for data subjects’ rights. It is crucial that recourse to
such technologies takes place with due respect to the principles of
lawfulness, necessity, proportionality and data minimisation as set forth
in the GDPR. Whereas the use of these technologies can be perceived as
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particularly effective, controllers should first of all assess the impact on
fundamental rights and freedoms and consider less intrusive means to
achieve their legitimate purpose of the processing.

@%i%%ﬁ?w P B nye o MR B E T A ENZ G
MaEE_ i * gt 4i4+:rﬂi= i B £ GDPRATHR T AL 2 ~ % &

BT b TR AL B R R < R T AR
4,;:9 ?ﬂf@ﬂ I——é_{—J-éj& ?b"iﬁd _?291‘59‘]1—:‘,;},%'111%
Ml ML P IREFEY 2 F P e

To qualify as biometric data as defined in the GDPR, processing of raw
data, such as the physical, physiological or behavioural characteristics of
a natural person, must imply a measurement of this characteristics.
Since biometric data is the result of such measurements, the GDPR
states in its Article 4.14 that it is “[...] resulting from specific technical
processing relating to the physical, physiological or behavioural
characteristics of a natural person, which allow or confirm the unique
identification of that natural person [..]”. The video footage of an
individual cannot however in itself be considered as biometric data
under Article 9, if it has not been specifically technically processed in
order to contribute to the identification of an individual. °
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In order for it to be considered as processing of special categories of

personal data (Article 9) it requires that biometric data is processed “for
the purpose of uniquely identifying a natural person”.

16 Recital 51 supports this analysis, stating that “[...] The processing of photographs should not
systematically be considered to be processing of special categories of personal data as they are
covered by the definition of biometric data only when processed through a specific technical means
allowing the unique identification or authentication of a natural person. [...]".
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To sum up, in light of Article 4.14 and 9, three criteria must be
considered'
s 2 0 R H4AEF Ao % 9ik > R £ = IFRE

- Nature of data : data relating to physical, physiological or
behavioural characteristics of a natural person,
’FF;F'.:"?_?’ fljﬁf’ﬁg"s"g )’J‘/( rﬂ_@/rgﬁ N 4TE7 f«r ?.,in-f"{’

- Means and way of processing : data “resulting from a specific
technical processing”,
jg’#%lé'fp'%;\a: «}__ér;}—:"— J}i/{i“fk%7."a‘J ’

- Purpose of processing: data must be used for the purpose of
uniquely identifying a natural person.
EH P e TR E A hgF s E g AR A S P o
The wuse of video surveillance including biometric recognition
functionality installed by private entities for their own purposes (e.g.
marketing, statistical, or even security) will, in most cases, require
explicit consent from all data subjects (Article 9 (2) (a)), however another
suitable exception in Article 9 could also be applicable.
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Example: To improve its service a private company replaces passenger
identification check points within an airport (luggage drop-off, boarding)
with video surveillance systems that use facial recognition techniques to
verify the identity of the passengers that have chosen to consent to such
a procedure. Since the processing falls under Article 9, the passengers,
who will have previously given their explicit and informed consent, will
have to enlist themselves at for example an automatic terminal in order
to create and register their facial template associated with their
boarding pass and identity. The check points with facial recognition need
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to be clearly separated, e. g. the system must be installed within a gantry

so that the biometric templates of non-consenting person will not be

captured. Only the passengers, who will have previously given their

consent and proceeded with their enrolment, will use the gantry

equipped with the biometric system.
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Example: A controller manages access to his building using a facial
recognition method. People can only use this way of access if they have
given their explicitly informed consent (according to Article 9 (2) (a))
beforehand. However, in order to ensure that no one who has not
previously given his or her consent is captured, the facial recognition
method should be triggered by the data subject himself, for instance by
pushing a button. To ensure the lawfulness of the processing, the
controller must always offer an alternative way to access the building,
without biometric processing, such as badges or keys.
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In this type of cases, where biometric templates are generated,
controllers shall ensure that once a match or no-match result has been
obtained, all the intermediate templates made on the fly (with the
explicit and informed consent of the data subject) in order to be
compared to the ones created by the data subjects at the time of the
enlistment, are immediately and securely deleted. The templates
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created for the enlistment should only be retained for the realisation of
the purpose of the processing and should not be stored or archived.
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However, when the purpose of the processing is for example to
distinguish one category of people from another but not to uniquely
identify anyone the processing does not fall under Article 9.
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Example: A shop owner would like to customize its advertisement based
on gender and age characteristics of the customer captured by a video
surveillance system. If that system does not generate biometric
templates in order to uniquely identify persons but instead just detects
those physical characteristics in order to classify the person then the
processing would not fall under Article 9 (as long as no other types of
special categories of data are being processed).
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However, Article 9 applies if the controller stores biometric data (most
commonly through templates that are created by the extraction of key
features from the raw form of biometric data (e.g. facial measurements
from an image)) in order to uniquely identify a person. If a controller
wishes to detect a data subject re-entering the area or entering another
area (for example in order to project continued customized
advertisement), the purpose would then be to uniquely identify a
natural person, meaning that the operation would from the start fall
under Article 9. This could be the case if a controller stores generated
templates to provide further tailored advertisement on several
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billboards throughout different locations inside the shop. Since the
system is using physical characteristics to detect specific individuals
coming back in the range of the camera (like the visitors of a shopping
mall) and tracking them, it would constitute a biometric identification
method because it is aimed at recognition through the use of specific
technical processing.
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Example: A shop owner has installed a facial recognition system inside
his shop in order to customize its advertisement towards individuals.
The data controller has to obtain the explicit and informed consent of
all data subjects before using this biometric system and delivering
tailored advertisement. The system would be unlawful if it captures
visitors or passers-by who have not consented to the creation of their
biometric template, even if their template is deleted within the shortest
possible period. Indeed, these temporary templates constitute
biometric data processed in order to uniquely identify a person who
may not want to receive targeted advertisement.
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The EDPB observes that some biometric systems are installed in
uncontrolled environments!’, which means that the system involves
capturing on the fly the faces of any individual passing in the range of
the camera, including persons who have not consented to the biometric
device, and thereby creating biometric templates. These templates are
compared to the ones created of data subjects having given their prior
consent during an enlistment process (i.e. a biometric devise user) in
order for the data controller to recognise whether the person is a
biometric device user or not. In this case, the system is often designed to
discriminate the individuals it wants to recognize from a database from
those who are not enlisted. Since the purpose is to uniquely identify
natural persons, an exception under Article 9 (2) GDPR is still needed for
anyone captured by the camera.
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Example: A hotel uses video surveillance to automatically alert the
hotel manager that a VIP has arrived when the face of the guest is
recognized. These VIPs have priory given their explicit consent to the
use of facial recognition before being recorded in a database
established for that purpose. These processing systems of biometric
data would be unlawful unless all other guests monitored (in order to
identify the VIPs) have consented to the processing according to Article
9 (2) (a) GDPR.

71t means that the biometric device is located in a space open to the public and is able to work on
anyone passing by, as opposed to the biometric systems in controlled environments that can be used
only by consenting person s participation.
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Example: A controller installs a video surveillance system with facial
recognition at the entrance of the concert hall he manages. The
controller must set up clearly separated entrances; one with a
biometric system and one without (where you instead for example
scan a ticket). The entrances equipped with biometric devices, must be
installed and made accessible in a way that prevents the system from
capturing biometric templates of non-consenting spectators
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86. Finally, when the consent is required by Article 9 GDPR, the data
controller shall not condition the access to its services to the acceptance
of the biometric processing. In other words and notably when the
biometric processing is used for authentication purpose, the data
controller must offer an alternative solution that does not involve
biometric processing — without restraints or additional cost for the data
subject. This alternative solution is also needed for persons who do not
meet the constraints of the biometric device (enrolment or reading of
the biometric data impossible, disability situation making it difficult to
use, etc.) and in anticipation of unavailability of the biometric device
(such as a malfunction of the device), a "back-up solution" must be
implemented to ensure continuity of the proposed service, limited
however to exceptional use. In exceptional cases, there might be a
situation where processing biometric data is the core activity of a service
provided by contract, e.g. a museum that sets up an exhibition to
demonstrate the use of a facial recognition device, in which case the
data subject will not be able to reject the processing of biometric data
should they wish to participate in the exhibition. In such case the
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consent required under Article 9 is still valid if the requirements in
Article 7 are met.
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5.2 Suggested measures to minimize the risks when processing
biometric data
R S S WL S IR ¥
In compliance with the data minimization principle, data controllers
must ensure that data extracted from a digital image to build a template
will not be excessive and will only contain the information required for
the specified purpose, thereby avoiding any possible further processing.
Measures should be put in place to guarantee that templates cannot be
transferred across biometric systems.
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Identification and authentication/verification are likely to require the
storage of the template for use in a later comparison. The data
controller must consider the most appropriate location for storage of the
data. In an environment under control (delimited hallways or
checkpoints), templates shall be stored on an individual device kept by
the user and under his or her sole control (in a smartphone or the id card)
or — when needed for specific purposes and in presence of objective
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needs — stored in a centralized database in an encrypted form with a
key/secret solely in the hands of the person to prevent unauthorised
access to the template or storage location. If the data controller cannot
avoid having access to the templates, he must take appropriate steps to
ensure the security of the data stored. This may include encrypting the
template using a cryptographic algorithm.
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In any case, the controller shall take all necessary precautions to
preserve the availability, integrity and confidentiality of the data
processed. To this end, the controller shall notably take the following
measures: compartmentalize data during transmission and storage,
store biometric templates and raw data or identity data on distinct
databases, encrypt biometric data, notably biometric templates, and
define a policy for encryption and key management, integrate an
organisational and technical measure for fraud detection, associate an
integrity code with the data (for example signature or hash) and prohibit
any external access to the biometric data. Such measures will need to
evolve with the advancement of technologies.
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Besides, data controllers should proceed to the deletion of raw data
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(face images, speech signals, the gait, etc.) and ensure the effectiveness
of this deletion. If there is no longer a lawful basis for the processing, the
raw data has to be deleted. Indeed, insofar as biometric templates
derives from such data, one can consider that the constitution of
databases could represent an equal if not even bigger threat (because it
may not always be easy to read a biometric template without the
knowledge of how it was programmed, whereas raw data will be the
building blocks of any template). In case the data controller would need
to keep such data, noise-additive methods (such as watermarking) must
be explored, which would render the creation of the template
ineffective. The controller must also delete biometric data and templates
in the event of unauthorized access to the read-comparison terminal or
storage server and delete any data not useful for further processing at
the end of the biometric device's life.
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6 RIGHTS OF THE DATA SUBIJECT
¥ ¥ 4 el
Due to the character of data processing when using video surveillance
some data subject’s rights under GDPR serves further clarification. This

chapter is however not exhaustive, all rights under the GDPR applies to
processing of personal data through video surveillance.
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6.1 Right to access
5

A data subject has the right to obtain confirmation from the controller as
to whether or not their personal data are being processed. For video
surveillance this means that if no data is stored or transferred in any way
then once the real-time monitoring moment has passed the controller
could only give the information that no personal data is any longer being
processed (besides the general information obligations under Article 13,
see section 7 — Transparency and information obligations). If however
data is still being processed at the time of the request (i.e. if the data is
stored or continuously processed in any other way), the data subject
should receive access and information in accordance with Article 15.
FEAGECREEFARE R A TR EARET o HNRELE L
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There are however, a number of limitations that may in some cases

apply in relation to the right to access.
R o TUEAT L T BT L Y S L

e Article 15 (4) GDPR, adversely affect the rights of others
GDPR% 151% % 438 > ¥+is A e JF2
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94.

95.

Given that any number of data subjects may be recorded in the same
sequence of video surveillance a screening would then cause additional
processing of personal data of other data subjects. If the data subject
wishes to receive a copy of the material (article 15 (3)), this could
adversely affect the rights and freedoms of other data subject in the
material. To prevent that effect the controller should therefore take into
consideration that due to the intrusive nature of the video footage the
controller should not in some cases hand out video footage where other
data subjects can be identified. The protection of the rights of third
parties should however not be used as an excuse to prevent legitimate
claims of access by individuals, the controller should in those cases
implement technical measures to fulfil the access request (for example,
image-editing such as masking or scrambling).However, controllers are
not obliged to implement such technical measures if they can otherwise
ensure that they are able to react upon a request under Article 15 within
the timeframe stipulated by Article 12 (3).
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e Article 11 (2) GDPR, controller is unable to identify the data subject
GDPR % 111% % 278 > :Jf;'rg H L EFE A
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If the video footage is not searchable for personal data, (i.e. the
controller would likely have to go through a large amount of stored
material in order to find the data subject in question) the controller may
be unable to identify the data subject.
FRELIRYIWEABATH (T oBFF L OBIAME R
Lo TR E AP ATREF S RTHR) o RHEE F T RS
SRR
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96.

97.

For these reasons the data subject should (besides identifying
themselves including with identification document or in person) in its
request to the controller, specify when — within a reasonable timeframe
in proportion to the amount of data subjects recorded — he or she
entered the monitored area. The controller should notify the data
subject beforehand on what information is needed in order for the
controller to comply with the request. If the controller is able to
demonstrate that it is not in a position to identify the data subject, the
controller must inform the data subject accordingly, if possible. In such a
situation, in its response to the data subject the controller should inform
about the exact area for the monitoring, verification of cameras that
were in use etc. so that the data subject will have the full understanding
of what personal data of him/her may have been processed.
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Example: If a data subject is requesting a copy of his or her personal
data processed through video surveillance at the entrance of a
shopping mall with 30 000 visitors per day, the data subject should
specify when he or she passed the monitored area within
approximately a one-hour-timeframe. If the controller still processes
the material a copy of the video footage should be provided. If other
data subjects can be identified in the same material then that part of
the material should be anonymised (for example by blurring the copy or
parts thereof) before giving the copy to the data subject that filed the

request
7 b ?@i’\ TRk R T I riE and A ‘i}"i'-_i%ljj\,ﬁ'-,
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98.

99.

100.

7%
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Example: If the controller is automatically erasing all footage for
example within 2 days, the controller is not able to supply footage to
the data subject after those 2 days. If the controller receives a request
after those 2 days the data subject should be informed accordingly.
Tl EREE K e RWE (G423 ) P p BRI 2T
PIE @2 a23 8o d FAREHY - FREFL2IPFEEL
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e Article 12 GDPR, excessive requests
GDPR % 12i% » i & 3K

In case of excessive or manifestly unfounded requests from a data
subject, the controller may either charge a reasonable fee in accordance
with Article 12 (5) (a) GDPR, or refuse to act on the request (Article 12 (5)
(b) GDPR). The controller needs to be able to demonstrate the
manifestly unfounded or excessive character of the request.
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6.2 Right to erasure and right to object

W% e e 4

6.2.1 Right to erasure (Right to be forgotten)

Plg e (AL
If the controller continues to process personal data beyond real-time
monitoring (e.g. storing) the data subject may request for the personal

data to be erased under Article 17 GDPR.

'E#’b?ﬂ BT pE R 2 vk BgE (l;l—&r'xm,gc) B A F’ﬁ#"’ii}ii&
® = GDPRH 17iF s $4 Ik 1 4 FAL

Upon a request, the controller is obliged to erase the personal data

without undue delay if one of the circumstances listed under Article 17
(1) GDPR applies (and none of the exceptions listed under Article 17 (3)
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GDPR does). That includes the obligation to erase personal data when
they are no longer needed for the purpose for which they were initially
stored, or when the processing is unlawful (see also Section 8 — Storage
periods and obligation to erasure). Furthermore, depending on the legal
basis of processing, personal data should be erased:
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- for consent whenever the consent is withdrawn (and there is no
other legal basis for the processing)
kR ofvrR AP (2@ gH s 2 EiRyg) o

- for legitimate interest:
Eanns & U3
o whenever the data subject exercises the right to object
(see Section 6.2.2) and there are no overriding compelling
legitimate grounds for the processing, or
TEAFRIEGERF (L #6224) » ¥ T mAgdxito
B EIRd FETEY R

o in case of direct marketing (including profiling) whenever
the data subject objects to the processing.

8 (o dE37) o g FAEEREY o

101. If the controller has made the video footage public (e.g. broadcasting or
streaming online), reasonable steps need to be taken in order to inform
other controllers (that are now processing the personal data in question)
of the request pursuant to Article 17 (2) GDPR. The reasonable steps
should include technical measures, taking into account available
technology and the cost of implementation. To the extent possible, the
controller should notify — upon erasure of personal data — anyone to
which the personal data previously have been disclosed, in accordance
with Article 19 GDPR.
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103.

104.
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Besides the controller’s obligation to erase personal data upon the data
subject’s request, the controller is obliged under the general principles
of the GDPR to limit the personal data stored (see Section 8).
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For video surveillance it is worth noticing that by for instance blurring
the picture with no retroactive ability to recover the personal data that
the picture previously contained, the personal data are considered
erased in accordance with GDPR.

OB RS BELLGL F S AW
v Q 5

EE ARG LT G PTG R TR e
fi&GDPRM"% °

..\

Example: A convenience store is having trouble with vandalism in
particular on its exterior and is therefore using video surveillance
outside of their entrance in direct connection to the walls. A passer-by
requests to have his personal data erased from that very moment. The
controller is obliged to respond to the request without undue delay and
at the latest within one month. Since the footage in question does no
longer meet the purpose for which it was initially stored (no vandalism
occurred during the time the data subject passed by), there is at the
time of the request, no legitimate interest to store the data that would
override the interests of the data subjects. The controller needs to
erase the personal data.
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106.
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6.2.2 Right to object

EEE
For video surveillance based on legitimate interest (Article 6 (1) (f) GDPR)
or for the necessity when carrying out a task in the public interest
(Article 6 (1) (e) GDPR) the data subject has the right — at any time — to
object, on grounds relating to his or her particular situation, to the
processing in accordance with Article 21 GDPR. Unless the controller
demonstrates compelling legitimate grounds that overrides the rights
and interests of the data subject, the processing of data of the individual
who objected must then stop. The controller should be obliged to
respond to requests from the data subject without undue delay and at
the latest within one month.
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In the context of video surveillance this objection could be made either
when entering, during the time in, or after leaving, the monitored area.
In practice this means that unless the controller has compelling
legitimate grounds, monitoring an area where natural persons could be
identified is only lawful if either
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B O BIVIES R 0 BRRFFAEEF G o &L 5 2d
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(1) the controller is able to immediately stop the camera from

processing personal data when requested, or
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(2) the monitored area is in such detail restricted so that the
controller can assure the approval from the data subject prior to
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entering the area and it is not an area that the data subject as a
citizen is entitled to access.

L ol T BB R Bt L K?
&b”&WfF&’;ﬁﬂﬁx

2_HHT o
107. These guidelines do not aim to identify what is considered a compelling

legitimate interest (Article 21 GDPR).
Apilg R By PFiE> &g flE (GDPR%21i%) -

108. When using video surveillance for direct marketing purposes, the data
subject has the right to object to the processing on a discretionary basis

as the right to object is absolute in that context (Article 21 (2) and (3)
GDPR).
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Example: A company is experiencing difficulties with security breaches
in their public entrance and is using video surveillance on the grounds
of legitimate interest, with the purpose to catch those unlawfully
entering. A visitor objects to the processing of his or her data through
the video surveillance system on grounds relating to his or her
particular situation. The company however in this case rejects the
request with the explanation that the footage stored is needed due to
an ongoing internal investigation, thereby having compelling legitimate
grounds to continue processing the personal data.
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7 TRANSPARENCY AND INFORMATION OBLIGATIONS?*®
S

110. It has long been inherent in European data protection law that data

111.

subjects should be aware of the fact that video surveillance is in
operation. They should be informed in a detailed manner as to the
places monitored.’® Under the GDPR the general transparency and
information obligations are set out in Article 12 GDPR and following.
Article 29 Working Party’s “Guidelines on transparency under Regulation
2016/679 (WP260)” which were endorsed by the EDPB on May 25" 2018
provide further details. In line with WP260 par. 26, it is Article 13 GDPR,
which is applicable if personal data are collected “[...] from a data
subject by observation (e.g. using automated data capturing devices or
data capturing software such as cameras [...].”.
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In light of the volume of information, which is required to be provided to
the data subject, a layered approach may be followed by data controllers
where they opt to use a combination of methods to ensure transparency
(WP260, par. 35; WP89, par. 22). Regarding video surveillance the most
important information should be displayed on the warning sign itself
(first layer) while the further mandatory details may be provided by
other means (second layer).

Rk T A RELTRAE  FREEFTHY Fai S
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18 Specific requirements in national legislation might apply.

Tl ERS Y R e

19 See WP89, Opinion 4/2004 on the Processing of Personal Data by means of Video Surveillance by
Article 29 Working Party).
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7.1 First layer information (warning sign)
$o kTR (ET RS

112. The first layer concerns the primary way in which the controller first
engages with the data subject. At this stage, controllers may use a
warning sign showing the relevant information. The displayed
information may be provided in combination with an icon in order to
give, in an easily visible, intelligible and clearly readable manner, a
meaningful overview of the intended processing (Article 12 (7) GDPR).
The format of the information should be adjusted to the individual
location (WP89 par. 22).
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7.1.1 Positioning of the warning sign
EopfEigz 2y 2 5t

113. The information should be positioned in such a way that the data subject
can easily recognize the circumstances of the surveillance before
entering the monitored area (approximately at eye level). It is not
necessary to reveal the position of the camera as long as there is no
doubt as to which areas are subject to monitoring and the context of
surveillance is clarified unambiguously (WP 89, par. 22). The data subject
must be able to estimate which area is captured by a camera so that he
or she is able to avoid surveillance or adapt his or her behaviour if
necessary.
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7.1.2 Content of the first layer

L R

114. The first layer information (warning sign) should generally convey the

115.

most important information, e.g. the details of the purposes of
processing, the identity of controller and the existence of the rights of
the data subject, together with information on the greatest impacts of
the processing.?° This can include for example the legitimate interests
pursued by the controller (or by a third party) and contact details of the
data protection officer (if applicable). It also has to refer to the more
detailed second layer of information and where and how to find it.
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In addition the sign should also contain any information that could
surprise the data subject (WP260, par. 38). That could for example be
transmissions to third parties, particularly if they are located outside the
EU, and the storage period. If this information is not indicated, the data
subject should be able to trust that there is solely a live monitoring
(without any data recording or transmission to third parties).
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20 See WP260, par. 38.
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116.
Example:

Identity of the controller and, where applicable, of the controller’s representative:

Contact details of the data protection officer (where applicable):

Purposes of the processing for which the personal data are intended as well as
the legal basis for the processing:

Video surveillance!

Further information is available: | Data subjects rights: As a data subject you have several rights against the controller, in

¢ Via notice particular the right to request from the controller access to or erasure of your personal
o at our reception/ customer data.
I?;’Z?rsr:::lon/ For details on this video surveillance including your rights, see the full information

provided by the controller through the options presented on the left.

via internet (URL)...
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117.

118.

7.2 Second layer information

F- kTR
The second layer information must also be made available at a place
easily accessible to the data subject, for example as a complete
information sheet available at a central location (e.g. information desk,
reception or cashier) or displayed on an easy accessible poster. As
mentioned above, the first layer warning sign has to refer clearly to the
second layer information. In addition, it is best if the first layer
information refers to a digital source (e.g. QR-code or a website address)
of the second layer. However, the information should also be easily
available non-digitally. It should be possible to access the second layer
information without entering the surveyed area, especially if the
information is provided digitally (this can be achieved for example by a
link). Other appropriate means could be a phone number that can be
called. However the information is provided, it must contain all that is
mandatory under Article 13 GDPR.
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In addition to these options, and also to make them more effective, the
EDPB promotes the use of technological means to provide information
to data subjects. This may include for instance; geolocating cameras and
including information in mapping apps or websites so that individuals
can easily, on the one hand, identify and specify the video sources
related to the exercise of their rights, and on the other hand, obtain
more detailed information on the processing operation.
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119.
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Example: A shop owner is monitoring his shop. To comply with Article
13 it is sufficient to place a warning sign at an easy visible point at the
entrance of his shop, which contains the first layer information. In
addition, he has to provide an information sheet containing the second
layer information at the cashier or any other central and easy accessible
location in his shop.
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120.

121.

8 STORAGE PERIODS AND OBLIGATION TO ERASURE
WY ARy B

Personal data may not be stored longer than what is necessary for the
purposes for which the personal data is processed (Article 5 (1) (c) and (e)
GDPR). In some Member States, there may be specific provisions for
storage periods with regards to video surveillance in accordance with
Article 6 (2) GDPR.
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Whether the personal data is necessary to store or not should be
controlled within a narrow timeline. In general, legitimate purposes for
video surveillance are often property protection or preservation of
evidence. Usually damages that occurred can be recognized within one
or two days. To facilitate the demonstration of compliance with the data
protection framework it is in the controller’'s interest to make
organisational arrangements in advance (e. g. nominate, if necessary, a
representative for screening and securing video material). Taking into
consideration the principles of Article 5 (1) (c) and (e) GDPR, namely data
minimization and storage limitation, the personal data should in most
cases (e.g. for the purpose of detecting vandalism) be erased, ideally
automatically, after a few days. The longer the storage period set
(especially when beyond 72 hours), the more argumentation for the
legitimacy of the purpose and the necessity of storage has to be
provided. If the controller uses video surveillance not only for
monitoring its premises but also intends to store the data, the controller
must assure that the storage is actually necessary in order to achieve the
purpose. If so, the storage period needs to be clearly defined and
individually set for each particular purpose. It is the controller’s
responsibility to define the retention period in accordance with the
principles of necessity and proportionality and to demonstrate
compliance with the provisions of the GDPR.
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122.

R (Dl B & PRI LGRS X R 2
# ) o T EGDPR® 5 % 13 Fcirfrr et L RRA > 7~ T FH
1 'ff'%'lg‘ L) o B A F'XTT' AL FRT (Blde s & @*IFLF;E,&
BT 5 ) FK[@&_Q{% 83 J'/‘*”'“//TT (p B fg d) o #TE R
P FARE (BB AFAZET2 ) o AR RGED NI § R
Bk FNE R R T R AT B RS T
PIH PRl (7 o Fed 2 FME P 9T B o F H A0t > B2
AEMP A AP RETALEGIT cHEE T ERLEMER
It GlR B R & e BB > £ P & GDPRZ AR E -

P

:,h‘i

Example: An owner of a small shop would normally take notice of any
vandalism the same day. In consequence, a regular storage period of 24
hours is sufficient. Closed weekends or longer holidays might however
be reasons for a longer storage period. If a damage is detected he may
also need to store the video footage a longer period in order to take
legal action against the offender.

Ao - R RO ALY e BT g g 2T gL TR
BT E o Flt o - MEBEGHPF E24F SR - R o R
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9 TECHNICAL AND ORGANISATIONAL MEASURES
P o S

123. As stated in Article 32 (1) GDPR, processing of personal data during video

124.

surveillance must not only be legally permissible but controllers and
processors must also adequately secure it. Implemented organizational
and technical measures must be proportional to the risks to rights and
freedoms of natural persons, resulting from accidental or unlawful
destruction, loss, alteration, unauthorized disclosure or access to video
surveillance data. According to Article 24 and 25 GDPR, controllers need
to implement technical and organisational measures also in order to
safeguard all data-protection principles during processing, and to
establish means for data subjects to exercise their rights as defined in
Articles 15-22 GDPR. Data controllers should adopt internal framework
and policies that ensure this implementation both at the time of the
determination of the means for processing and at the time of the
processing itself, including the performance of data protection impact
assessments when needed.
4oGDPR % 321% % 1738 #7if » AR kT - @ A ?}\’i‘/& LI
FEAT R E R @ RS FRE D AA Y FEEF 2
%?*mﬁ%&#ﬁﬁﬁ#*’w£ﬁ%%*ﬁéﬁ*ﬁﬁﬂ?é
d2ZR%GEBREVHZR% T RN EEAE T L B
AEREHBS FERGELT D @ o RGDPR% 2405 fr % 2510
f?ﬂ&-.Fﬁmﬁﬁm%ﬁﬁﬁ’UQPk?ﬂﬁrﬁﬁﬂ—
P EAAEERRP o ME G2 ¥ A T GDPRF 151F 1 ¥ 221F R

s AR i ¢ PR T R e
:J_gyg’a—a;; MERRER FTREZEHRG 0 2R PFRLB
FE/? 35‘3’3‘—;-‘ o

9.1 Overview of video surveillance system

BT Ik st
A video surveillance system (VSS)?! consists of analogue and digital
devices as well as software for the purpose of capturing images of a

scene, handling the images and displaying them to an operator. Its
components are grouped into the following categories:
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BE 4y o5 (VSS) 2o deagv frlici= K8 2 #dy > * " pEFF
F0 B E R TR FEAR cHEEZT A G 40T A

o Video environment: image capture, interconnections and image
handling:
PR  fwdp#E -~ I B (interconnection) fr o ¥ ¢

o the purpose of image capture is the generation of an
image of the real world in such format that it can be used
by the rest of the system,
iﬂ%% P R AL E B IRAs TR 2N, 4R
IS EE S

o interconnections describe all transmission of data within

the video environment, i.e. connections and
communications. Examples of connections are cables,
digital networks, and wireless transmissions.

Communications describe all video and control data signals,

which could be digital or analogue,

3B B TR R R A
(connection ) frid 3 (communication) © B B 5t i

Yo~ Hoi e R o E AR R @ﬁz%l oM Mpgit- Y

Frdp 4l TR EL > ¥ oA B A R o

o image handling includes analysis, storage and presentation
of an image or a sequence of images.
Ho AL F AT EH R R G S - AAE S

o From the system management perspective, a VSS has the following
logical functions:

ASLEIES G o BRE I R T ABES

o data management and activity management, which
includes handling operator commands and system
generated activities (alarm procedures, alerting operators),
FHRAERfES §IL 0 ¢ 4ERJLICE | b4 ok st

N (KRR RPLEE AR )

21 GDPR does not provide a definition for it, a technical description can for example be found in EN
62676-1- 1:2014 Video surveillance systems for use in security applications — Part 1-1: Video system
requirements.

GDPRI" A %yt (T2 & » Ap M $iisds it 2 77 & 5 EN 62676-1- 1:2014 » % > % 7 @& * 2 B2 Hh T i
R AR B L WANEIS - I8 At g S
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o interfaces to other systems might include connection to
other security (access control, fire alarm) and non-security
systems (building management systems, automatic license
plate recognition).

HHL kg Ve dsdlEi d
fﬂ~‘“gﬂ)%t$£ﬁ@ ERAFE
BogPER) o

e VSS security consists of system and data confidentiality, integrity
and availability:
PHE I a2 o4 L AT RSB RN - R ERfoT *
o system security includes physical security of all system
components and control of access to the VSS,
g E e - LR F2 9P L > (physical
security) fri% B2 5 E 3k Suandg U

o data security includes prevention of loss or manipulation
of data.
'}'Q‘EE ;}L}! ‘?;';F"( ’f\:"ﬁ?’{o
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Imape Caplure Interconnections Image Handling

Activity and Data Mzanagement Intertacingto Other Systems

63



126.

Figure 1- video survei/lance system

.FE: fﬂ,/"

9.2 Data protection by design and by default
TR 2 3 e R

As stated in Article 25 GDPR, controllers need to implement appropriate
data protection technical and organisational measures as soon as they
plan for video surveillance — before they start the collection and
processing of video footage. These principles emphasize the need for
built-in privacy enhancing technologies, default settings that minimise
the data processing, and the provision of the necessary tools that enable
the highest possible protection of personal data?2.

4rGDPR% 2505 TR 2> 47 F M F 43 (I E 2 F— B i
ﬁ%ﬁf%%%iﬁ’ﬁﬁaﬁ iémﬁmﬁﬁﬁ%ﬂmfﬁﬁ
%#*’w o gl R AR 0 F RPN AER R HGE ﬁ»] LR
@4* SRR R ETME B ELELE  UFREFARROBT R 22 o

22 \WP 168, Opinion on the "The Future of Privacy", joint contribution by the Article 29 Data Protection

Working Party and the Working Party on Police and Justice to the Consultation of the European

Commission on the legal framework for the fundamental right to protection of personal data

(adopted on 01 December 2009).

WP168 > B2t THEf Ak k) L R A 0 5290 f@?f ’;E:L o] e fr& 2o d 21 7 B HEw
BFHALE TH B R A AME 2 2 2. P& ek (2009£127 1p i if) o
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Controllers should build data protection and privacy safeguards not only
into the design specifications of the technology but also into
organisational practices. When it comes to organisational practices, the
controller should adopt an appropriate management framework,
establish and enforce policies and procedures related to video
surveillance. From the technical point of view, system specification and
design should include requirements for processing personal data in
accordance with principles stated in Article 5 GDPR (lawfulness of
processing, purpose and data limitation, data minimisation by default in
the sense of Article 25 (2) GDPR, integrity and confidentiality,
accountability etc.). In case a controller plans to acquire a commercial
video surveillance system, the controller needs to include these
requirements in the purchase specification. The controller needs to
ensure compliance with these requirements applying them to all
components of the system and to all data processed by it, during their
entire lifecycle.
ﬁ%%&ﬁﬁwa%%ﬁ%@’uﬁagﬁ?ﬁ%*’%@¢+*
TIREE S N ‘@%an oo REEBRIRG G o EFRFEEE
FenF Ay ko R ff’*? SRR E AP 2 ST R AR R o ¥R
&Rk »u*ﬁ,ﬁfr&;‘l}f@g 45 RGDPR% 5 R T BIE* B A F
Hlz &R (E* 2 Lz~ B oA L4 - GDPR % 256% % 23 &,
AL OTRE AL RS R R - F
PR B ERGI S AR MR AHEARARY B B R
wE ‘ﬁ?ﬁ?«“‘éﬁ?ﬁpiﬁi’ﬁzﬁﬁ Fo FAHBEFERZ REHEPN > BH G
S R INE E 2 H ANE T R INE AL o

9.3 Concrete examples of relevant measures
10 b 3y 5 R 2 Al B

Most of the measures that can be used to secure video surveillance,
especially when digital equipment and software are used, will not differ
from those used in other IT systems. However, regardless of the solution
selected, the controller must adequately protect all components of a
video surveillance system and data under all stages, i.e. during storage
(data at rest), transmission (data in transit) and processing (data in use).
For this, it is necessary that controllers and processors combine
organisational and technical measures.

65



129.
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When selecting technical solutions, the controller should consider
privacy-friendly technologies also because they enhance security.
Examples of such technologies are systems that allow masking or
scrambling areas that are not relevant for the surveillance, or the editing
out of images of third persons, when providing video footage to data
subjects.” On the other hand, the selected solutions should not provide
functions that are not necessary (e.g., unlimited movement of cameras,
zoom capability, radio transmission, analysis and audio recordings).
Functions provided, but not necessary, must be deactivated.
AR L S
FrM o TRBEMPOTH R Ae F FARERTFE N ?’ﬁﬂfﬁ?ﬁ“
4cg‘§,ﬁjﬂfjﬂvﬂ]’ﬁga AR N M mﬁ’/l%\/ﬁnﬁ%‘}“fm 523, 5 _
om0 EHE S R )i'@-;}iz 22 B (blde o TR F XL
E'?’?%%:th CHER A s EART ﬁ%}"w\%‘?‘f\?&‘ ) o AR b B
GRS UM o

L
C"‘»r

130. There is a lot of literature available on this subject, including

international standards and technical specifications on the physical
security of multimedia systems?* , and the security of general IT
systems?>. Therefore, this section provides only a high-level overview of
this topic.

L %\‘”‘ F 5 ¢/§J€ )’ & .ij‘_«, A R O | }_‘24"%“ AT it %
F 2P M DR E RS o R o Bt o & & I - ;'%ais-ﬁﬁé

\“"

2 The use of such technologies may even be mandatory in some cases in order to comply with Article
5(1) (c). In any case they can serve as best practice examples.

BEFRT > AR EAF5EFIE ScE A2 R4l SRR Zhicm > B¥ (T3 39 7%
2 77 B o

24 |[EC TS 62045 — Multimedia security - Guideline for privacy protection of equipment and systems in
and out of use.

IECTS62045— % &A% > —Ri 3t * P foe % L i fo k2 "4 n’,-%é}i;] 5l o

25 |SO/IEC 27000 — Information security management systems series
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9.3.1 Organisational measures
,E'_f.%« 'fi#ﬁ x5

131. Apart from a potential DPIA needed (see Section 10), controllers should
consider the following topics when they create their own video
surveillance policies and procedures:

FEARGEBFRERFER (DPIA) (L #104°)  HFF &
TR R A S LN ) 8 SETILE

e Who is responsible for management and operation of the video
surveillance system.

B A g ?I‘ﬂfrﬁx"t‘z ;,/‘g'\?;t‘::ﬁ:@fbo

e Purpose and scope of the video surveillance project.
PR RE R o B -

e Appropriate and prohibited use (where and when video
surveillance is allowed and where and when it is not; e.g. use of
hidden cameras and audio in addition to video recording)?®
WE e Bk Rt (PR LR Y BT PR
BAERY  blhoo (8 F ‘%@;\%Wﬁ‘% BB AR ) B

e Transparency measures as referred to in Section 7 (Transparency
and information obligations).
¥7E (BT Jrp A EETF) TR BP0

e How video is recorded and for what duration, including archival
storage of video recordings related to security incidents.
GRS 2 2 Ll ¢ 5% 2 F R M RS R

e Who must undergo relevant training and when.
PARIEI PR ApMED -

e Who has access to video recordings and for what purposes.
ARG P R o

e Operational procedures (e.g. by whom and from where video
surveillance is monitored, what to do in case of a data breach

ISO/IEC 27000— F 3L & 2 ¥ 7T & 58 % 71 o
26 This may depend on national laws and sector regulations.
Vi BFEP I FERMA 2R
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incident).
TERAE (bl AN REBRFEEd  F2FRRTE
e TR )

e What procedures external parties need to follow in order to
request video recordings, and procedures for denying or granting
such requests.
hR AR ot R 1,@§?W§ﬁﬁ’%ﬁﬁk%ﬁ
Rz AR o

e Procedures for VSS procurement, installation and maintenance.

BT gk AR S % oA R

e Incident management and recovery procedures.
¥rp TR ARR o

4

9.3.2 Technical measures

A 4
System security means physical security of all system components, and
system integrity i.e. protection against and resilience under intentional
and unintentional interference with its normal operations and access
control. Data security means confidentiality (data is accessible only to
those who are granted access), integrity (prevention against data loss or

manipulation) and availability (data can be accessed when it is required).
ARE B AR A SRR DS SALLL T PR

#ﬂ%ﬂﬁﬁ#%#&@&ﬁwrﬂmﬁi £L4 ?ﬁ&i

&)%?*H( ﬁiﬁﬂ?%Pf)

Physical security is a vital part of data protection and the first line of
defence, because it protect VSS equipment from theft, vandalism,
natural disaster, manmade catastrophes and accidental damage (e.g.
from electrical surges, extreme temperatures and spilled coffee). In case
of an analogue based systems, physical security plays the main role in
their protection.

FREF2IFTHEFREDELZINLSE L 5 - g B ERP LT
AR LR G R § ARG LS oL
(b4 Rk~ fBrh R R o fpairnet) o gt Y > %
>H IR l%%:fi‘ﬂ 5 o
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134. System and data security, i.e. protection against intentional and
unintentional interference with its normal operations may include:
ABRFETHI R (T opEHEIY TEA A ARL TR T

s 2, 7 .

RE B ’r‘..

e Protection of the entire VSS infrastructure (including remote
cameras, cabling and power supply) against physical tampering and
theft.

FERGET I AAAH R T R (FRBHEDS  RE
TR LR R R -

e Protection of footage transmission with communication channels

secure against interception

SR RERLF RERY P pFE

e Data encryption.
?ﬁ_’. 4\-_' Tl% o

e Use of hardware and software based solutions such as firewalls,
antivirus or intrusion detection systems against cyber attacks.
BrpAE - pEfor BUER AREHRAREL X B givfb
B -

e Detection of failures of components, software and
interconnections.

MR Ao T B o

e Means to restore availability and access to the system in the event
of a physical or technical incident.
FARMAPITE &P AT Y e T BB F

135. Access control ensures that only authorized people can access the
system and data, while others are prevented from doing it. Measures
that support physical and logical access control include:
FWERIUDHARS J SREFA L 3P i RfeT R Bk A
Poo LR Mo BIE T PR i e ¢ 45

e Ensuring that all premises where monitoring by video surveillance
is done and where video footage is stored are secured against
unsupervised access by third parties.

RSB RE R SR - TR 2 B
2 AREER %"ﬁ’lﬁ"?ﬁl" B~ e
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Positioning monitors in such a way (especially when they are in
open areas, like a reception) so that only authorized operators can
view them.

AR ECE (FuAFHE R ERRER RRER)
g H Wad RIEITEA EIELT—E} o

Procedures for granting, changing and revoking physical and logical
access are defined and enforced.
TERITF RS R okt 7 WI-BIE T NS o

Methods and means of user authentication and authorization
including e.g. passwords length and change frequency are
implemented.

@ ﬁ;’&;i’fr:fi“%%m" B PR AR R R oid rip
S8 £

User performed actions (both to the system and data) are recorded
and regularly reviewed.
e T F AR F (H R w2 7o

Monitoring and detection of access failures is done continuously
and identified weaknesses are addressed as soon as possible.
El B LR FES - S e - A R NS I
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10 DATA PROTECTION IMPACT ASSESSMENT
(N o

According to Article 35 (1) GDPR controllers are required to conduct data
protection impact assessments (DPIA) when a type of data processing is
likely to result in a high risk to the rights and freedoms of natural
persons. Article 35 (3) (c) GDPR stipulates that controllers are required
to carry out data protection impact assessments if the processing
constitutes a systematic monitoring of a publicly accessible area on a
large scale. Moreover, according to Article 35 (3) (b) GDPR a data
protection impact assessment is also required when the controller
intends to process special categories of data on a large scale.
19yRGDPR% 35/ % 178 > F R A FTHE» v i TR p R4 Ef&
pd B h's o IE —‘F'? FyER BT RER TR o GDPRav35n; %3
Iﬁic%%i’%iﬁ“ﬁ*%’\w' BEarRid 2 ~ A AT f
PR T RERETE o b > GDPRF 3508 %378 R bix R T > Fi
%ﬁﬁxﬂ%ﬁx?%ﬁ@a’ﬂmﬁ/@pﬁﬁx R o

The Guidelines on Data Protection Impact Assessment?’ provide further
advice, and more detailed examples relevant to video surveillance (e.g.
concerning the “use of a camera system to monitor driving behaviour on
highways”). Article 35 (4) GDPR requires that each supervisory authority
publish a list of the kind of processing operations that are subject to
mandatory DPIA within their country. These lists can usually be found on
the authorities’” websites. Given the typical purposes of video
surveillance (protection of people and property, detection, prevention
and control of offences, collection of evidence and biometric
identification of suspects), it is reasonable to assume that many cases of
video surveillance will require a DPIA. Therefore, data controllers should
carefully consult these documents in order to determine whether such
an assessment is required and conduct it if necessary. The outcome of
the performed DPIA should determine the controller’s choice of
implemented data protection measures.

TR B E ARBTG5 THE T R e - Ak {

27\WP248 rev.01, Guidelines on Data Protection Impact Assessment (DPIA) and determining whether
processing is "likely to result in a high risk" for the purposes of Regulation 2016/679. - endorsed by
the EDPB
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It is also important to note that if the results of the DPIA indicate that
processing would result in a high risk despite security measures planned
by the controller, then it will be necessary to consult the relevant
supervisory authority prior to the processing. Details on prior
consultations can be found in Article 36.
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For the European Data Protection Board

The Chair

(Andrea Jelinek)
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